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● (1535)

[Translation]
The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): I call

this meeting to order.

Good afternoon, everyone.

Welcome to meeting number 90 of the House of Commons
Standing Committee on Industry and Technology. Today’s meeting
is taking place in a hybrid format, pursuant to the Standing Orders.

Pursuant to the order of reference of Monday, April 24, 2023, the
committee is resuming consideration of Bill C‑27, An Act to enact
the Consumer Privacy Protection Act, the Personal Information and
Data Protection Tribunal Act and the Artificial Intelligence and Da‐
ta Act and to make consequential and related amendments to other
Acts.

I’d like to welcome our witnesses today, from the Office of the
Privacy Commissioner of Canada. First, we are hearing from
Philippe Dufresne, Privacy Commissioner of Canada.

Thank you for joining us again today.

Next, we have Lara Ives, executive director, Policy, Research
and Parliamentary Affairs Directorate, as well as Michael Maguire,
director, Personal Information Protection and Electronic Docu‐
ments Act, Compliance Directorate.

I thank all three of you for coming back. I'm confident that ev‐
erything will go well today—I'm looking at my colleagues—and
that we'll have a chance to have a normal meeting and benefit from
your insights on Bill C‑27.

Without further ado, Mr. Dufresne, I'll give you the floor for five
minutes.

Mr. Philippe Dufresne (Privacy Commissioner of Canada,
Office of the Privacy Commissioner of Canada): Thank you,
Mr. Chair.

Ladies and gentlemen members of the committee, I am pleased
to be back to assist the committee in its study of Bill C‑27, Digital
Charter Implementation Act, 2022, which would enact the Con‐
sumer Privacy Protection Act, the Personal Information and Data
Protection Tribunal Act, and the Artificial Intelligence and Data
Act.

When I previously appeared before the committee three weeks
ago, I delivered opening remarks about the bill and presented my
15 key recommendations to improve and strengthen the bill. Today,
I want to briefly highlight and respond to the letter the Minister of

Innovation, Science and Industry sent to the committee on Octo‐
ber 3, 2023, and to answer any questions that you may still have.

[English]

I welcome the minister's stated position on the amendments be‐
ing developed with respect to the proposed CPPA, in which he
seems prepared to agree with four of my office's 15 key recommen‐
dations, namely by explicitly recognizing privacy as a fundamental
right; by strengthening the protection of children's privacy; by pro‐
viding more flexibility for my office to use compliance agreements,
including through the use of financial penalties; and by allowing
greater co-operation between regulators.

I also note and commend his statement of openness to further
amendments following the study by this committee.

I would like to take this opportunity to highlight other ways in
which the bill should be strengthened and improved in order to bet‐
ter protect the fundamental privacy rights of Canadians, which are
addressed in our remaining recommendations to the committee.

I will briefly highlight five of our recommendations that stand
out in particular in light of the minister's letter, and I would be hap‐
py to speak to all of our recommendations in the discussion that
will follow.

First, privacy impact assessments, PIAs, should be legally re‐
quired for high-risk activities, including AI and generative AI. This
is critically important in the case of AI systems that could be mak‐
ing decisions that have major impacts on Canadians, including
whether they get a job offer, qualify for a loan, pay a higher insur‐
ance premium or are suspected of suspicious or unlawful behaviour.

While AIDA would require those responsible for AI systems to
assess and mitigate the risks of harm of high-impact AI systems,
the definition of harm in the bill does not include privacy. This
means that there would be proactive risk assessments for non-priva‐
cy harms but not for privacy harms. This is a significant gap, given
that in a recent OECD report on generative AI, threats to privacy
were among the top three generative AI risks recognized by G7
members.
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In my view, responsible AI must start with strong privacy protec‐
tions, and this includes privacy impact assessments.
● (1540)

[Translation]

Second, Bill C‑27 does not allow for fines for violations of the
appropriate purposes provisions, which require organizations to on‐
ly collect, use and disclose personal information in a manner and
for purposes that a reasonable person would consider appropriate in
the circumstances. This approach would leave the federal private
sector privacy law as a standout when compared with the European
Union and the Quebec regime, which allow the imposition of fines
for such important privacy violations.

If the goal is, as the minister has indicated, to have a privacy law
that includes tangible and effective tools to encourage compliance
and to respond to major violations of the law in appropriate circum‐
stances—an objective I agree with—I think this shortcoming surely
needs to be addressed for such a critical provision.
[English]

Third, there remains the proposed addition of a new tribunal,
which would become a fourth layer of review in the complaints
process. As indicated in our submission to the committee, this
would make the process longer and more expensive than the com‐
mon models used internationally and in the provinces.

This is why we've recommended two options to resolve this
problem. The first would be to have decisions of the proposed tri‐
bunal reviewed directly by the Federal Court of Appeal, and the
second would be to provide my office with the authority to issue
fines and to have our decisions reviewable by the Federal Court
without the need to create a new tribunal, which is the model that
we most commonly see in other comparable jurisdictions.

Fourth, the bill as drafted continues to allow the government to
make exceptions to the law by way of regulations, without the need
to demonstrate that those exceptions are necessary. This needs to be
corrected as it provides too much uncertainty for industry and for
Canadians, and it could significantly reduce privacy protections
without parliamentary oversight.
[Translation]

Fifth, and finally, the bill would limit the requirement for organi‐
zations to explain, upon request, the predictions, recommendations
or decisions that are being made about Canadians using AI, to situ‐
ations that have a significant impact on an individual. At this cru‐
cial time in the development of AI, and given the privacy risks that
have been recognized by the G7 and around the world, I would rec‐
ommend more transparency in this area rather than less.

With that, I would be happy to answer any questions that you
may have.

The Chair: Thank you very much, Mr. Dufresne.

Mr. Perkins, the floor is yours.
[English]

Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank
you, Mr. Chair, and thank you, Commissioner.

The protection and safeguarding of an individual's personal in‐
formation in the digital world, and the artificial intelligence world
we're evolving into, in my view must be protected from the abuse
of businesses and what they may intentionally or unintentionally do
with that information.

After eight years, this new Liberal privacy bill, which is flawed,
introduced 18 months ago, sat for a year in the House before it was
brought for debate. You are Canada's Privacy Commissioner, the
guardian of privacy for individuals in this country. Did the Liberal
government consult and involve you in the development of this bill
before it was introduced in June 2022?

Mr. Philippe Dufresne: On this question, Mr. Perkins, the bill
was introduced before I was formally in place as Privacy Commis‐
sioner. The bill was actually introduced the day the House of Com‐
mons approved my proposed appointment as Privacy Commission‐
er. I was not consulted or involved, certainly, before that with re‐
spect to Bill C-27, because I wasn't the commissioner.

I have since been making recommendations—

Mr. Rick Perkins: Was your office consulted?

Mr. Philippe Dufresne: I know that there had been ongoing ex‐
changes with my office and the department with respect to privacy
matters. I don't know the extent of the details that would have been
shared with my office prior to my arrival.

Mr. Rick Perkins: Perhaps you or your colleagues could tell me,
if you did share your concerns or what the Office of the Privacy
Commissioner of Canada desired, what should be in this legislation
to update it.

What were the four or five key things that the office communi‐
cated, before this bill was introduced to the House, needed to be in
this bill?

Mr. Philippe Dufresne: My office made a number of recom‐
mendations on the predecessor bill to Bill C-27. One of them in‐
cluded recognizing privacy as a fundamental human right. Some
concerns were raised with some of the definitions of things like ap‐
propriate purposes or the ways information was conveyed. There
was an extensive list of recommendations tabled by my predeces‐
sor. That is on the public record. A number of those were consid‐
ered and led to Bill C-27.

There are outstanding ones. In my submissions, I have highlight‐
ed 15 key recommendations. In the annex, we made reference to
previous recommendations that have been made.

● (1545)

Mr. Rick Perkins: It appears, based on the fact that there are 15
things, many of which you say were on the public record in the pre‐
vious iteration of this bill, that they were ignored by the govern‐
ment in drafting this bill.

Does the Liberal government ignore the Privacy Commissioner
often in its recommendations on how to improve privacy law?
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Mr. Philippe Dufresne: I view my role and the role of my office
as promoting and protecting the fundamental privacy rights of
Canadians and being an adviser to you, as parliamentarians, in
making the decisions. With this in mind, I've made 15 recommen‐
dations. I have communicated this. My office did that, before I was
commissioner, with its views. Some were taken up by parliamentar‐
ians, by the government, and some were not.

In this instance, as I indicated in my opening remarks, I'm happy
to see that, at least until now, four of my 15 seem to have been tak‐
en up. I look forward and hope to be able to convince all of you,
including the government, to take up the remaining ones.

Mr. Rick Perkins: After the bill sat for a year, I presume there
was some.... The minister said before the committee that he finally
reached out and had some discussions with you, or the department
did. Two weeks ago he came here and admitted that his bill is very
flawed in key fundamental areas. He is proposing eight major
amendments, which he has not shared with the committee so far af‐
ter two demands by this committee to produce those documents.

Has he shared drafts of those amendments with you?
Mr. Philippe Dufresne: No, he has not. I have the same infor‐

mation you have, which is the letter that has been tabled at this
committee.

Mr. Rick Perkins: As the guardian of privacy in Canada, the
Liberal minister was truly committed to having a bill that protected
Canadians' privacy from the abuse of businesses in the massive da‐
ta world that we live in. He wanted truly important and accurate le‐
gal wording to do what both you and your predecessor said on is‐
sues like fundamental rights being protected in proposed section 5.

Do you not think a reasonable person who is truly committed to
that would seek the advice of the independent experts about what is
the best way to do that?

Mr. Philippe Dufresne: I think we do have significant advice
that we can offer. The ideal way would be for my office to be con‐
sulted as early as possible, as often as possible, with proposed pri‐
vacy changes. I understand there are some issues about cabinet con‐
fidentiality as to what can and cannot be shared, but on the topics
that are being considered—the themes, the issues—I agree with you
that if we're able to give input at the front end, there's a greater
chance for these issues to be resolved.

Mr. Rick Perkins: Draft regulations and input can always be
shared publicly before going to cabinet, to make sure it's what is
needed to achieve what it is without having to go through the bu‐
reaucracy of cabinet.

As for the fundamental right issue on proposed section 5, I don't
buy that the preamble has any value since it's not part of the pub‐
lished statutes of Canada. The purpose section sets out the impor‐
tance of the bill and what its goal is.

If the bill says a fundamental right of the protection of privacy is
of equal value to an organization's ability to use that, isn't that
putting the cart before the horse? Shouldn't an individual's privacy
be more important than a business's ability to use it?

Mr. Philippe Dufresne: It should be. This is why I've recom‐
mended this explicit recognition.

As you know, up until now it was described sometimes as a pri‐
vacy interest or as a right—there was some more tepid language, I
suppose—and my strong recommendation was that we need to
make this explicit. We need to recognize it is quasi-constitutional,
as courts have said and as the international community has said, so
that in the purpose clause—and I recommended adding it in the
preamble as well as in the purpose clause, but you're right; the pur‐
pose clause is the key—if you use the words “fundamental right”,
you are sending a signal to courts, to decision-makers, to me, that
even when you are balancing this with other elements, such as the
needs of organizations—which have to be considered; we have to
have innovation at the same time—if there is a clear conflict, one
should prevail, and it is the fundamental right that should prevail.
This is why it's so important this is enshrined in the law.

I was encouraged by the statement of the minister that this is now
the intent. It's certainly something I've been advocating for since
day one.

● (1550)

Mr. Rick Perkins: Thank you.

[Translation]

The Chair: Thank you very much, Mr. Perkins and
Mr. Dufresne.

Mr. Sorbara, go ahead.

[English]

Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.):
Thank you, Chair.

Welcome, Commissioner.

Commissioner, on October 3, two or three weeks ago I guess it
was, you provided keynote remarks to the Big Data & Analytics
Montréal Summit 2023. I've had a chance to go through your re‐
marks. In one of the sections, entitled “Law reform and the regula‐
tion of AI in Canada”, you reference changes to the CPPA and also
to the AIDA. You also comment about being “encouraged by the
introduction” of the bill and—I'll use my own words—the tone and
direction of the bill. One of the comments you make is about the
protection of fundamental privacy rights.

In terms of reading your speech on Bill C-27, the direction of the
bill, you are encouraged.

Mr. Philippe Dufresne: I've called it a step in the right direction,
so I am encouraged. I see a possibility for further improvements,
and those are the 15 recommendations that I am making, but I have
said it is a step in the right direction.
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Mr. Francesco Sorbara: These are new terms, new lexicons,
that are being introduced into our vocabulary on generative AI, if
can use that term. If you had to contextualize the risk—and you use
the word “risk” quite a bit—to privacy, where would you rate that?

Mr. Philippe Dufresne: Risks to privacy are significant in the
context of generative AI. That's certainly my view. It's the view of
the G7 ministers.

I pointed to a recent report of the OECD in September of this
year, in which the OECD canvassed all of the G7 digital and tech
ministers about the top risks of AI—not just the risks, but the top
benefits as well, because there are benefits in terms of productivity
and so on. The top three risks in this report included privacy. The
first one was disinformation and misinformation. There were risks
to copyright. The risks to privacy were third, and you had risks of
exaggerated biases and discrimination. Those are the top risks. I
would agree with that categorization.

Mr. Francesco Sorbara: Thank you for that colour, because this
bill in this committee is going to be a very good learning experi‐
ence for me.

Would you state that Canada, with this legislation, is a first
mover?

Mr. Philippe Dufresne: With AIDA Canada has the opportunity
to be the first. There is legislation is Europe that is moving forward,
and that is something that we've pointed out in our submission on
Bill C-27. This is a positive step, and Parliament needs to get it
right. What I'm highlighting in the context of AI, in particular, is
that the AIDA bill would bring in significant proactive risk mitiga‐
tion measures to deal with harms and biases. This is good, and
these are important measures, but they leave out the proactive steps
for privacy, which is in the top three risks. This is why I'm insisting
on having a privacy impact assessment as a mandatory obligation in
the privacy bill, to close this gap.

Mr. Francesco Sorbara: If I understand this—and I apologize if
I don't understand it; you'll have to forgive me for that—that is why
it's important to list privacy as a fundamental right.

Mr. Philippe Dufresne: Listing privacy as a fundamental right is
certainly part of it and certainly sends the interpretive message
about how this is to be treated. Having a privacy impact assessment
as an explicit legal requirement is helpful to organizations, because
they know what they have to do. We can provide guidance through
regulation or through my office, so that industry get this certainty
and can thereby know why they're investing resources in doing this.
It's to protect privacy, yes, but it's also because there is legislative
backing.

Mr. Francesco Sorbara: Okay. When you mention industry, I
take it one step back and I think of the individual having a right to
their privacy to whatever degree, not just with industry. It's also the
signal to industry about how they should treat the individual's pri‐
vacy. I tie that back to the personal responsibility of the individual
but also personal responsibility tied into industry.

In terms of your comments on trans-border data flows, we obvi‐
ously work and are connected through an integrated world, as we
see on a daily basis, sometimes for good and sometimes not for no
good, unfortunately.

How does the trans-border data flow, in your view, and how
should we be thinking about that?

● (1555)

Mr. Philippe Dufresne: This is an issue that the international
community is grappling with. In Bill C-27 you have provisions
about making sure that other countries are providing similar levels
of protections through contracts. Other regimes have more detailed
rules about this, for instance, looking at the GDPR, which has the
adequacy regime.

There are a number of models for that, and what's important is
making sure that the privacy of Canadians is protected with the data
that leaves Canada.

Mr. Francesco Sorbara: As somewhat of an accountant—I'm
more of a finance person—I know that in accounting there is rules-
based and principles-based accounting. With this type of legisla‐
tion, is it better to go rules-based or principles-based?

Mr. Philippe Dufresne: It's principles-based, because it needs to
be technology neutral. It has to be legislation that will stand the test
of time. It's 20 years old, and the Privacy Act in the public sector is
even older, so we need this legislation to keep up with fast-moving
technology. We're talking about principles, but we also need in leg‐
islation some specific obligations, so that organizations and Cana‐
dians know their rights.

For instance, we take the safety of travellers in airplanes very se‐
riously. We have predeparture safety checks all the time to make
sure that this is done, and done proactively, not after the fact. I see
privacy impact assessments as being the same thing. By making
sure that on the front end you're looking at privacy, you're treating
it as a fundamental right, and you're mitigating those risks not only
after the fact.

Mr. Francesco Sorbara: Thank you, sir.

[Translation]

The Chair: Thank you very much, Mr. Sorbara.

Mr. Lemire, you have the floor for six minutes.

Mr. Sébastien Lemire (Abitibi—Témiscamingue, BQ): Thank
you, Mr. Chair.

Mr. Dufresne, thank you for being here and for your constructive
recommendations.

When you last appeared before the committee, you had this to
say:

...I recommend strengthening the preamble and purpose clause to explicitly rec‐
ognize privacy as a fundamental right...so that these important principles inform
the interpretation of all aspects of the legislation.

However, as my Conservative colleague noted, the preamble
does not have force of law.
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Can you explain the motivation behind this recommendation?
Mr. Philippe Dufresne: Our recommendation is actually

twofold. We feel that adding a preamble is a step in the right direc‐
tion. It refers to international instruments and all sorts of things.
You can look to the preamble in case of ambiguity, even if it doesn't
have the binding force of a provision of a statute. So we recom‐
mended amending the preamble, but we also recommend amending
section 5, which deals with the purpose of the act.

In the Federal Court of Appeal's decision in the case involving
Google, where the application of the Personal Information Protec‐
tion and Electronic Documents Act was at issue, the court explicitly
said that it was in the purpose statement of a statute that the intent
of the legislator could best be seen. So, yes, it's important that sec‐
tion 5 be amended.

Mr. Sébastien Lemire: Do you feel that recognizing privacy as
a fundamental right positions Canada as a leader in protecting hu‐
man dignity around the world?

Of course, one of our goals is to achieve the highest standards in‐
ternationally. Does this bring us closer to the European standards,
for example?

Mr. Philippe Dufresne: Yes, that brings us more in line with Eu‐
rope's standards. In fact, the European Union's General Data Pro‐
tection Regulation, or GDPR, explicitly recognizes that, as does
Quebec's regime. In all my international meetings, there was a con‐
sensus: privacy must be considered a fundamental right. Yes, it's
important for Canada on the world stage, but most of all, it's impor‐
tant for all Canadians. Not only is privacy, in and of itself, essential
and fundamental—it's a vehicle for freedom—but it's also the foun‐
dation for other rights. It underpins voting rights, human rights,
equality rights and so on. That's why clear recognition of privacy as
a fundamental right is essential.

Mr. Sébastien Lemire: The minister has acted on some of your
recommendations to protect privacy, but you made a number of
them—15, to be specific. Are there other recommendations you'd
like to underscore today, to shine a spotlight on privacy concerns?
I'm obviously talking about the recommendations the minister
hasn't necessarily addressed thus far.

Mr. Philippe Dufresne: Yes, absolutely.

I have a list, in fact. The minister said he wanted to implement
four of the recommendations, which leaves 11 of the 15 we put for‐
ward. Of those, I mentioned five, in particular.

The first recommendation is requiring PIAs for new technologies
that can significantly impact Canadians, like generative AI. In my
eyes, that is a major gap in the bill. PIAs are required for other
types of harm and bias, but not for privacy harms. That seems con‐
tradictory, since it goes against an OECD finding: threats to privacy
are the top third risk. Privacy absolutely has to be prioritized.

The second recommendation is requiring organizations to be
more transparent about decisions that are made using AI. As it
stands, the bill sets out the right to an explanation, which exists in
other regimes. That right, however, is limited to decisions that sig‐
nificantly impact people. I recommend removing that proviso, so
that people have the right to transparency and an explanation when‐

ever a decision about them is made, no matter how great the im‐
pact.

People in the AI world are worried. We are hearing that more and
more. They need reassurance. There are huge benefits to AI. Per‐
sonally, I think more transparency will help people understand what
AI is and what it isn't, show them that they are protected by a ro‐
bust privacy regime.

The third recommendation revolves around administrative mone‐
tary penalties. They are used only as a last resort. I'm not saying
this because I want to see them used—I hope that won't be neces‐
sary—but I would like those penalties to incentivize decision-mak‐
ers to make good decisions. There is a gap, though. Currently, one
of the biggest violations in the bill is not subject to an administra‐
tive monetary penalty. I'm talking about contravening the provi‐
sions on legitimate business purposes. I think this is a major consid‐
eration.

The fourth recommendation deals with the broad regulatory au‐
thority being given to the government, specifically the ability to
make exceptions to the act without having to demonstrate that those
exceptions are necessary. That is overly broad, in my eyes. A provi‐
sion in the bill even allows the government to make regulations to
completely exclude an activity from the application of the act. That
goes too far and must be rectified.

The fifth and final recommendation proposes the creation of a
tribunal as another layer of review. This would lead to a longer
more expensive process and require the creation of a new structure.
This diverges from the regimes in Quebec, Europe and other juris‐
dictions. Here's what I recommend: if a tribunal is set up, its deci‐
sions should be reviewed directly by the court of appeal. That
would add a layer of review while removing another. The other op‐
tion is to follow other models by giving my office the authority to
issue fines and making those decisions reviewable by the usual
court, as is the case in most regimes.

● (1600)

Mr. Sébastien Lemire: Quickly, can you tell me whether you
would welcome non-monetary penalties?

I asked that question before, and the department officials seemed
amenable to the idea.

Mr. Philippe Dufresne: Currently, the bill gives my office the
authority to issue orders.

Most cases would probably involve the use of orders instead of
administrative monetary penalties. The bill does a good job of pre‐
scribing the use of penalties. It lists the factors that must be taken
into account, including the organization's approach and diligence,
and whether it complied with a certification program. Whether the
organization acted in good faith really matters, as do the efforts it
made.
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My office has the authority to issue orders, which is extremely
important. I think the penalties are high enough, but with the use of
orders, it's possible to put a halt to the activity and the collection of
the information. Both of those are very important. Persuasion and
negotiation are also tools, of course. That's why we recommended
the use of compliance agreements, something the minister agreed
to. That ability is also very important.

My preferred approach is to use dialogue and to encourage orga‐
nizations to make the right decisions before they go astray.

Mr. Sébastien Lemire: Thank you very much.
The Chair: Thank you, Mr. Lemire.

We now go to Mr. Masse.
[English]

Mr. Brian Masse (Windsor West, NDP): Thank you, Mr. Chair.

Commissioner, thank you for being here.

I'm sorry if I ask a question a second time. We had technical
problems on this end over here, so I missed some of the testimony
and so forth.

I did ask this of officials. The Competition Tribunal recently is‐
sued a $9-million penalty on the Competition Bureau for doing its
job. That's for the Competition Bureau doing what it thought was
the right thing and exercising due diligence in looking at the
takeover of Shaw by Rogers. I've been assured that this can't hap‐
pen in this situation if such a tribunal were to be created. Is that ac‐
curate? I wanted to know if you had that same opinion.

Mr. Philippe Dufresne: My understanding of the situation in‐
volving the Competition Bureau is that the tribunal made an order
for legal costs and expenditures in the context of that litigation.
That is an ability that courts have in litigation. That is an ability that
I understand the tribunal would have. My colleagues can confirm,
but there is a proposed provision that the tribunal be able to award
costs. That would be the tribunal in this instance.
● (1605)

Mr. Brian Masse: This is my problem with the government on
this. I'm not even sure if they're serious about this bill anymore. We
have a hard time getting in amendments. There's the drama that
went around that. Maybe we'll get the amendments from your de‐
partment tomorrow, if there's compliance. That's a thing that I
asked directly. Hopefully we can have our own researchers and an‐
alysts test that out.

It almost makes it a moot point in many respects for the Compe‐
tition Bureau and an independent public entity to be able to chal‐
lenge the conglomerates and powers that be to go forward. In fact,
the $9 million is a drop in the bucket, if that was for Rogers. It's a
squeeze on the Competition Bureau and clearly sends a chill down
the spine of basically anybody who's interested in consumer rights
in Canada. You can basically be bullied into the corner by a legal
process.

That's good to know. I had some reservations about the tribunal
to begin with. If that's the case, then this is much more abhorrent.

With regard to your 15 recommendations, could we walk through
the five that the minister has agreed to in terms of those recommen‐

dations? I want to make it clear for those who are here. Can you
identify which 15 in what you've submitted here today are the ones
the minister has agreed to?

Mr. Philippe Dufresne: Certainly. On the previous question, it is
section 20 of the tribunal act that would give the ability to award
costs in accordance with the tribunal's rules.

In terms of the recommendations that the minister has signalled
agreement with, the first is the recognition of privacy as a funda‐
mental right. In the annex of his letter, as I understand it, he mirrors
my recommendation in the sense of recognizing it in the preamble
and recognizing it in the purpose provision. That's one.

Mr. Brian Masse: That's number one.
Mr. Philippe Dufresne: The second is recognizing strengthened

protection for children's privacy. This is one where I had recom‐
mended amending the preamble. The minister agrees and goes fur‐
ther. He proposes to amend clause 12 on “appropriate purposes” to
include children's privacy there. I am supportive of that additional
recommendation.

Mr. Brian Masse: That's number two.
Mr. Philippe Dufresne: That's number two.

Number three is to provide more flexibility for my office—
Mr. Brian Masse: Without going into details, would it be one,

two, three, four and five? Is that how you stacked your document to
us?

Mr. Philippe Dufresne: I was listing them in the order that the
minister had them. If you prefer, I can give you the numbers in my
recommendations.

Mr. Brian Masse: Yes, I would like that.
Mr. Philippe Dufresne: My number one recommendation on

fundamental rights has been accepted. The number two recommen‐
dation on children's privacy has been accepted.

Recommendation number 12 is to “provide greater flexibility in
the use of voluntary compliance agreements to help resolve mat‐
ters”.

Recommendation 15 is not explicitly in the annex. I take it from
the minister's testimony and from the overall mentions in his letter
that he is open to coordination and co-operation between regulators.
That is number 15.

I understand—
Mr. Brian Masse: That's a possible number four.
Mr. Philippe Dufresne: That's right.
Mr. Brian Masse: As my previous question about the tribunal

blows that potential, we'd really have to figure that out, because I
was told that it wasn't the case, and now it is.

Is number five in here, too? Does it match up with any of your
recommendations?

Mr. Philippe Dufresne: I've identified four. Those are the
four—number one, number two, number 12 and number 15.
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The minister did allude to other themes in his letter. He talked
about the exceptions, but he was not as definitive.

Mr. Brian Masse: We know only that there are going to be three
amendments coming forward, so it'll be interesting, because that
doesn't even match up right there.

I'm going to be running out of time soon, so I'm conscious of
that. Is there any possibility that we can get from you a ranking of
your other recommendations?

I'm going to go through this and do the due diligence, but I'm cu‐
rious as to where, in the professional opinion of the Privacy Com‐
missioner and your office, there's a high level or degree of exposure
or complications that need to be fixed, and maybe which other ones
are less costly to privacy. I'm looking for almost a ranking of some
sort that we can weed our way through, especially with respect to
those that are coming forward.
● (1610)

Mr. Philippe Dufresne: I've given that to you today in my open‐
ing statement. I've listed five outstanding ones that the minister has
not yet agreed to.

Mr. Brian Masse: Okay.
Mr. Philippe Dufresne: Those would be the top priority, starting

with the notion of a privacy impact assessment for generative AI.
To me, that is a major shortcoming.

If you look at AIDA and if you look at the minister's proposed
amendments to AIDA, you see a lot of discussion about risk mitiga‐
tion, identifying risk and managing risk. This is absolutely essential
and critical. However, we need to do this for privacy as well as for
non-privacy harms. I'm very much insisting on this.

The other important recommendation, which I would say is the
top priority, is making sure that fines are available for violation of
the “appropriate purposes” provision. This is a violation of section
12. This is the key central provision. This is at the heart of the bill
in a way, but there are no fines for that. That, in my view, should be
corrected. It's easily corrected by adding that to the list of the
breaches.

Other comparable legislation, like Quebec's, for instance, simply
says, “a violation of the law”. The whole law is there. It's all cov‐
ered. This approach lists offences, and then in Bill C-11 there were
more omissions. It's been corrected to some extent, but it needs to
be corrected further.

I talked about algorithmic transparency. It is an important ele‐
ment, especially at this time in AI. Again, we can manage that by
providing guidance to industry, so it's something that's workable,
but I think Canadians need to understand what is going on with
their data and how decisions are made about them. If we limit it to
matters that have significant impact, we're creating debates and
limiting the transparency that Canadians deserve.

That is—
Mr. Brian Masse: I think I'm out of time.

Just in summary, here's what we've done. We have a bill here in
which private bad actors have the capability of suing your commis‐

sion, just like the Competition Bureau, and we've limited our fines
and penalties on bad actors.

That's a perfect scenario.

Thank you, Mr. Chair.

The Chair: Thank you, Mr. Masse.

Before going to Mr. Williams, if you will allow it, colleagues, I'll
grant myself a minute for one quick question to Mr. Dufresne.

Some hon. members: Agreed.

The Chair: There is unanimous consent.

[Translation]

I have a question for you, Mr. Dufresne.

If you were playing devil's advocate, what would you say is the
best argument for a tribunal?

Mr. Philippe Dufresne: One of the concerns that's been ex‐
pressed publicly, as I understand it, is that too much responsibility
or authority is going to a single body, in other words, my office.
Since the bill provides the authority to issue orders and significant
fines, more procedural fairness may be warranted.

To address that concern, the government could say, yes, more
procedural fairness is needed. That's the model used in Quebec and
other parts of the world. You can't have the same process in a
regime that includes fines and orders. The way the system works
now, an investigation takes place and it culminates in recommenda‐
tions. The level of procedural fairness isn't the same as that provid‐
ed for in the bill.

Furthermore, the bill gives my office a new tool, the ability to
conduct an inquiry. This tool ensures that procedural fairness and
gives the parties an opportunity to be heard. It's something that ex‐
ists in Quebec, British Columbia, Europe, Great Britain and France.
The idea is that the commissioner can conduct somewhat of a more
informal investigation at first, but once an order or a fine is issued,
it becomes more formal and it moves up to the next level. That's
where the procedural fairness comes in.

To my mind, following that model and allowing decisions to be
reviewed directly by the Federal Court of Appeal wouldn't be an is‐
sue. The Supreme Court has recognized that an administrative deci‐
sion-maker can have multiple roles. Obviously, it has to be man‐
aged properly.

That's my answer. I think the issue is the concentration of re‐
sponsibilities or authority in one place.

The Chair: Thank you.

We now go to Mr. Williams.

[English]

Mr. Ryan Williams (Bay of Quinte, CPC): Thank you, Mr.
Chair, and thank you, Privacy Commissioner.



8 INDU-90 October 19, 2023

I know there have been a lot of comments today about what the
minister said and what's forthcoming. I want to make this very clear
to those listening at home: This bill is very important because, for
the first time in 20-some years, we're dealing with having the
largest amount of data that individuals, including our children, have
ever had out in the open. We're dealing with data and, of course, in
the second section, with AI. It's not up to the minister to approve
certain amendments or decide what he wants to give us. It's up to
this committee and then the House of Commons to determine how
this bill, if adequate, will go forth to protect Canadians. I want to
make that very clear.

We feel that, as the bill is presented right now, this government
has not taken privacy seriously. It has not listed privacy as a funda‐
mental right in the “purpose” statement of this bill, which other
subregions of the country, like Quebec, already do.

I want to speak today on a certain portion of this bill that already
gives more power to business than it does to individuals. It's a sec‐
tion that I think you identified, called “legitimate interest”.

Commissioner, I'd like you to define “legitimate interest” in your
own words for the public and for people listening. I know you have
a legal background. It's your fourth recommendation. I want you to
explain how this drafted bill continues to allow the government to
make exceptions to the law by way of regulations, without the need
to demonstrate that those exceptions are necessary.
● (1615)

Mr. Philippe Dufresne: The bill provides for some exceptions to
the ordinary obligation to have consent and knowledge. It provides
exceptions in situations linked to and necessary for business opera‐
tions. There is a carve-out for activities that should not be for the
purpose of influencing individuals. The bill recognizes there may
be some instances in which businesses would need the information
and it's not practical to obtain consent or advise individuals of it.
The condition for this is that a reasonable person would expect the
collection or use for such an activity.

I have a concern where the bill provides a list of activities that
could be considered business activities in the act. Some of them
are.... The first one is “an activity that is necessary to provide a
product or service that the individual has requested from the organi‐
zation”. There is that element of necessity. The second example is
“an activity that is necessary for the organization's information, sys‐
tem or network security”. Again, necessity is there. The third is “an
activity that is necessary for the safety of a product” or for the orga‐
nization. This element of necessity is crucial, because that's what
justifies the fact that you're going to get consent.

However, the fourth—this is at paragraph 18(2)(d)—says, “any
other prescribed activity.” It means that the government can add
anything in there without a requirement of necessity.

My recommendation is that this be limited by saying, “any other
prescribed necessary activity”, or by making it clear that the gov‐
ernment is always limited by that necessity test.

Mr. Ryan Williams: How hard would it be for you and your of‐
fice to disprove claims to the collection and use of Canadians' data
without consent under the “legitimate interest” exemption for busi‐
ness, as it's currently written?

Mr. Philippe Dufresne: The concern I have with this provision
is not in our ability to prove or disprove something, or to make a
finding on something. It's because, if you add an activity in this list,
I am bound by that list. The courts are bound by it. If you add an
activity in there that isn't necessary, it becomes an unnecessary ex‐
ception to the rule of consent. It's one I would have to apply, be‐
cause I am certainly bound by the law. I will apply the law, as will
the courts. It means that, because of this paragraph, there is that risk
or possibility. I'm not suggesting it's the intention of the govern‐
ment to do so, but the law would allow the government to carve out
something that is unnecessary.

I think that should be reduced and limited to make sure the ex‐
ceptions we have to the fundamental right to privacy are necessary.

Mr. Ryan Williams: Commissioner, answer yes or no: Are you
comfortable that Bill C-27—in not defining “legitimate interest” for
businesses, as it currently stands—allows the government to make
lists of activities and regulations that would balance businesses
over the privacy of individuals?

Mr. Philippe Dufresne: What I'm saying is that this is a prob‐
lematic granting of authority to the government to carve out parts
of the act.

Mr. Ryan Williams: Are you comfortable with how it's written
right now, yes or no?

Mr. Philippe Dufresne: This section...I'm not comfortable with
it. I'm recommending that it be modified so that the authority would
be more narrow. As indicated in my submission, there's another
section elsewhere in the act, which is highlighted in my submission,
where, again, a whole activity can be removed altogether from the
bill. The bill wouldn't apply at all. This is something that should be
corrected to limit its scope.

● (1620)

Mr. Ryan Williams: Thank you, sir.

[Translation]

The Chair: Thank you.

It is now over to Mr. Turnbull.

[English]

Mr. Ryan Turnbull (Whitby, Lib.): Thank you to Mr. Dufresne
and his team for being here. I appreciate your testimony today. I al‐
ways found you, earlier when I was on PROC and had the chance
to work with you and your office, to be very helpful and very good
at communicating. I thank you for that. I appreciate your expertise.
You bring a lot to this conversation that's very important.
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We want to strengthen this bill and to continue to see it get
stronger throughout, hopefully, what will be a collaborative work‐
ing relationship for all of us.

Certainly, one of the top concerns I have is the rights of children.
I know that you've spoken to this and written about this. Many chil‐
dren today, as we know, are immersed in the digital world. I can
speak from experience. My 11-year-old daughter hides devices and
is on many apps and downloading things. There are pop-ups, and
she sometimes purchases things. There's data being gathered about
her preferences, and this really concerns me. I think it concerns a
lot of Canadians with regard to children's data and protecting their
right to privacy.

Are there currently laws in Canada that help protect children's
privacy online? That's the first question, and I'll have another one
about this in just a second.

Mr. Philippe Dufresne: On the current privacy legislation,
we've provided guidance in terms of how to obtain meaningful con‐
sent. In that, we talk about some things that should be looked at in
the context of children.

My federal, provincial and territorial colleagues and I have re‐
cently issued a statement, a resolution, on protecting young persons'
privacy. It gives examples of things that should be done and should
not be done with the data of children, nudges them not to make a
bad decision, and recognizes that they are more vulnerable.

We can interpret the law, to some extent, to protect children, but
we need to do more, and this bill has started to do so. There is now
a recognition in the initial version of the bill, and I give credit to
Minister Champagne on that. This was in the original Bill C-27 as
tabled—the recognition that the information of minors would be
deemed to be sensitive information. That has impacts in a number
of areas, in terms of disposal rights, and so on.

We took that, and in our recommendations, we recommended go‐
ing even further than that to highlight the best interest of the child
in the preamble of the bill, so that if there is doubt, in terms of in‐
terpretation, you can look at that. The minister has signalled his
agreement with that and has suggested going further to include the
special situation of children in proposed section 12 on interpreting
appropriate purposes. That is a further improvement that I would
certainly support. We see comments like that in the European con‐
text with recital 38 to the GDPR, highlighting that children deserve
special protection. UNICEF has said that.

We know that our kids are digital citizens. They're spending time
online for all aspects of their lives, including school. We certainly
saw it more during the pandemic. It's important that the legislation
protects them appropriately and protects them as children. We need
to protect the best interests of the child. We need children to be able
to be children in that world, to be protected, and not to suffer con‐
sequences later on, when they're adults, for things they have done
online. There are improvements there, and I certainly support them.

Mr. Ryan Turnbull: When you say go further, I'm kind of inter‐
ested. It's always a balancing act. Later, maybe we'll have a ques‐
tion about supporting innovation and balancing privacy rights. As
we know with any of these tough issues and with emerging tech‐
nologies, it's a balancing act. I'm interested. In your view, should

there be an extra set of fines or penalties for violations of the sensi‐
tive information that's collected on children?

Mr. Philippe Dufresne: The sensitivity of information is an ele‐
ment that's going to be considered in the bill. It's going to be con‐
sidered. I have to consider that in how I conduct myself. The sensi‐
tivity of information impacts the form of consent, impacts the re‐
tention periods and impacts the security safeguards. Certainly, it's
something to be considered, and it should be relevant.

The proposal by the minister, which I support, to add the special
situation of children to the appropriate purposes clause, proposed
section 12, is important. I would add to that my recommendation
today to make sure that if you breach the proposed section 12, and
if you breach the appropriate purposes, including by treating chil‐
dren's information inappropriately, there would be fines available
for that.

Beyond that, with respect to children, I'm not suggesting more
than what has been suggested in the recent proposals by the minis‐
ter.

● (1625)

Mr. Ryan Turnbull: Thank you. I appreciate that.

The other thing that often comes up for me is thinking about how
companies often collect information. We've heard stories about Tim
Hortons collecting the location information of users of its app. I
think it's concerning for many Canadians—to be tracked and not
know how that information is going to be used. How could Bill
C-27 prevent that from happening in the future?

Mr. Philippe Dufresne: Bill C-27 needs to prevent that to the
same extent that the current law prevents that. As you know, this
was a matter that my office investigated. We made findings that
Tim Hortons had breached privacy law by collecting more informa‐
tion than it needed and by not being transparent about what was be‐
ing done with that information.

We see these situations, and we've made some recommendations
and some findings. Bill C-27 will help more than the current law,
because it will provide for more explicit obligations in terms of ex‐
plaining consent—making consent something that is explained in a
meaningful way for individuals to understand. There is also the
possibility that my office can issue orders, and there is the possibili‐
ty of fines.

I believe that, in the Tim Hortons situation, the organization fol‐
lowed the recommendations. In the Home Depot decision that I is‐
sued last year, finding a breach of privacy, the organization agreed
with the recommendation. However, that's not always going to be
the case, so there need to be these enforcement tools—hopefully
not to use them but to reach those results faster and in a proactive
way.

Mr. Ryan Turnbull: What would the consequences be—

The Chair: Mr. Turnbull, you're out of time.
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[Translation]

Go ahead, Mr. Lemire.
Mr. Sébastien Lemire: Thank you, Mr. Chair.

Mr. Dufresne, can you speak to how the fast-moving nature of
technology creates significant challenges for privacy and data secu‐
rity? Could you see a technology sandbox being introduced? What I
mean is requiring companies to deploy a new program in an en‐
closed environment before it's made available to the public, to see
whether privacy rules are up to snuff.

Is that a requirement the bill could include?
Mr. Philippe Dufresne: Yes, absolutely. The use of sandboxes is

good practice. Our British counterparts are very far along on that
front. In the case of AI technologies, the industry gets to test out the
data and methods in a secure environment.

It's clear that our office would have to be resourced to set up a
sandbox. The bill doesn't go as far as establishing a sandbox, but it
does require my office to provide the industry with advice as need‐
ed. That will be especially important for small and medium-sized
businesses. Again, though, it will require capacity. The bill also
calls on the commissioner's office to approve codes of practice and
certification programs.

Those are all proactive and preventative measures. My recom‐
mendations on PIAs and privacy management programs are also
prevention-oriented. That's the approach. Organizations have to do
these things in the beginning and invest the necessary resources.

The OECD surveyed business leaders and legal experts to find
out what challenges they were facing, challenges related not so
much to AI, but, rather, to international trade. They said it was
sometimes hard to know where to allocate resources because cer‐
tain investments didn't yield any legal benefit or it was unclear.

Even if well-intentioned business leaders want to set up a sand‐
box, convincing shareholders to fund it is a challenge. Imposing a
legal requirement on companies is helpful, because it sends the
message that not only is it the right thing to do, but it's also required
of them under the law. The same applies to PIAs.

By the way, I'm quite fond of the certification program provi‐
sions in Bill C-27. Europe has that mechanism, and what it basical‐
ly does is encourage companies to develop the programs and seek
the commissioner's approval. Doing this and following the process
will help them when complaints arise, because it shows that they
acted in good faith and were proactive. It could even lessen fines.

All of those measures encourage companies to move in the right
direction. Incentives are extremely important. To encourage inno‐
vation and ensure that Canada is well positioned, we have to act on
two fronts: impose fines in problematic cases, and reward and rec‐
ognize good behaviour. They go hand in hand.

My office's mission is to promote and protect privacy rights, and
I really appreciate that. It's about more than telling people they did
something wrong after the fact. It's also about working alongside
them to make sure things are done right from the start.

● (1630)

Mr. Sébastien Lemire: Thank you very much, Mr. Dufresne.

The Chair: Thank you.

Mr. Masse, you may go ahead.

[English]

Mr. Brian Masse: Thank you, Mr. Chair.

I'm curious as to how you think the Canadian model that's being
proposed here measures against the American model. We're so tied
with trade, and many of the companies are subsidiaries—one side
or the other. I'm just curious as to whether you've had discussions
with the United States. I know they don't have a privacy commis‐
sion, but they have some other elements.

Could we perhaps have your thoughts on that?

Mr. Philippe Dufresne: We have a lot of discussions, in particu‐
lar with the FTC in the U.S., which has jurisdiction for antitrust
law. It is the equivalent of our Competition Bureau. Also, through
that, it deals with privacy.

There's no national privacy legislation in the U.S. at the moment.
There are proposals before Congress on this, but it's not moving
forward. California has its own model, and they have some innova‐
tive mechanisms there to protect privacy. Nationally, there is no
equivalent in the U.S.

We are in close discussions with those colleagues about AI. In
fact, when I was in Japan last June, we issued a statement on gener‐
ative AI. This was from all of the G7 commissioners for privacy,
and for the U.S., that was the FTC. In that, we noted a few things.
We noted that there are laws that apply to AI for privacy, and they
need to be applied and they need to be respected. It also highlighted
that we need to have privacy impact assessments. We need to have
a culture of privacy when we're dealing with generative AI, because
in many cases it is built on personal information.

There are a lot of exchanges that are going on in that space. I
think the consensus is making sure that our citizens are aware that,
yes, AI is moving at a fast pace, but we have privacy laws to pro‐
tect citizens.

Mr. Brian Masse: There's nothing moving in the United States
Congress right now. They can't agree on a lunch, let alone a Speak‐
er, so there's not going to be a lot of movement there.
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I guess what I worry about, though, in terms of the larger, broad‐
er picture, is the corporate influence on the United States' legisla‐
tures with some of the lobbying that can take place. We have a con‐
tainment factor to a certain degree here, aside from persons being
able to get some supports later on, but it's nothing near what the
United States has. We just want to keep that in mind as we go for‐
ward with the United States.

You mentioned Japan. Very quickly, before I lose my time here,
what about Europe? What are your connections there, and what is
happening?

Mr. Philippe Dufresne: Yes, we're working very closely with
Europe, with the G7 and the community worldwide.

I was at a meeting of the Global Privacy Assembly just last
week, talking about ethical uses of AI and highlighting the fact that
we need proactive, strong privacy protections.

Going back to the collaboration with the G7 again, working very
closely together, we issued a statement on AI. I was pleased to see
the statement cited in the voluntary code issued by the Department
of Industry to deal with AI, reminding organizations that we cur‐
rently have laws that apply and that have to be respected.

However, in this new bill, that's why I am highlighting that we
absolutely need to make sure that protective, proactive privacy as‐
sessments are there, and that they are a legal obligation. Right now,
in the public sector, there's no obligation for privacy impact assess‐
ments. It's in a policy of Treasury Board. Often we'll see that if
those impact assessments are done, they'll be done later. Therefore,
it's important to have that legal obligation.

I can tell you that the international community is very much fo‐
cused on AI, as are the G7 ministers. As you said, the debates are
going on in the U.S., but certainly what is being highlighted and
noted is that you cannot separate privacy from AI. To protect AI, to
deal with AI, to have guardrails, you need strong privacy protec‐
tions.
● (1635)

[Translation]
The Chair: Thank you.

Over to you, Mr. Généreux.
Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐

ka—Rivière-du-Loup, CPC): Thank you, Mr. Chair.

Thank you to our witnesses, as well.

Mr. Dufresne, the Liberals' new privacy bill was introduced
18 months ago, but it sat on the shelf for a year before they brought
it to the House for debate. If I understood correctly, you didn't have
an opportunity to comment on the bill in your capacity as privacy
commissioner, since you took office when the bill was introduced.
Your office did, nevertheless, have a chance to provide feedback on
the bill.

Today, you told us that you made 15 recommendations. The min‐
ister proposed eight amendments, which you are no more privy to
than we are. Here we are, asking you questions about a version of
the bill that is by no means the last.

As the committee's proceedings continue over the next few
months, do you expect to be able to give us your view on future it‐
erations of the bill containing the Liberals' amendments? Knowing
your opinion of the bill would help us in our assessment, especially
since this is clearly not the final version.

On top of that, what do you make of the fact that the minister
acted on only half of your recommendations? He accepted only
four or five of the 15 you made. Why do you think he didn't accept
more of them?

Mr. Philippe Dufresne: I think you'd have to put your last ques‐
tion to the minister to find out why he accepted certain recommen‐
dations and not others. To be clear, he did say in his letter that he
was open to looking at others, further to the committee's proceed‐
ings. Beyond that, I can't speculate.

As for providing additional opinions, I would be glad to help the
committee however I can be of service, whether it's commenting on
proposed amendments or meeting with the committee again, later in
the study, to answer other questions. It would be my pleasure.

Mr. Bernard Généreux: It's been said over and over again: this
is one of the most important bills that will ever be brought before
the House of Commons. It deals with something that is vitally im‐
portant, protecting the privacy of all Canadians.

We have met a number of times to discuss this issue. It's crazy
that we don't have the text of the bill today and that you aren't able
to comment on the proposed amendments. We received a letter, but
it doesn't contain the actual provisions that will appear in the bill.
As you well know, words are crucially important in this case, espe‐
cially as they relate to your first recommendation to recognize the
fundamental right to privacy. Initially, it was included in the pream‐
ble, but now it will appear in the bill.

Mr. Philippe Dufresne: Yes.

Mr. Bernard Généreux: Like us, you haven't seen the final text
of the amendments the minister refers to in his letter, but it's
paramount that you share your views with the committee through‐
out our study of the bill.

Do you plan to do that?

Mr. Philippe Dufresne: What I can tell you is that I saw the pro‐
posals in the letter, but at the end of the day, I certainly have to see
the actual text of the amendments to know where things stand.

Nevertheless, I can give you my views on what isn't in the letter.
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The minister mentioned four issues on which he was prepared to
move forward. I talked about the privacy right, which, as it's been
described thus far, certainly seems to be more in line with my rec‐
ommendation. That's also true for the protection of children's priva‐
cy, but we'll have to see the actual amendment. I have less informa‐
tion about the voluntary agreements, so I can't really say everything
is satisfactory, since I haven't seen all the details. Lastly, he ad‐
dressed my recommendation on co‑operation between regulators.

Earlier, we talked about the Federal Trade Commission, or FTC,
in the U.S. Under the bill, my office can work with the FTC on
joint investigations—as we've done in the past—but we can't do the
same with the Competition Bureau of Canada. It seems counterintu‐
itive to me that I can co‑operate more with other countries than
with my own. That's something that will have to be resolved given
the growing overlap between privacy rights, human rights, competi‐
tion rights and copyright. We see that in the AI world, but else‐
where as well. Working together can be advantageous for everyone,
Canadians and industry.

I did put forward eight other recommendations that the minister
did not say he agreed with. I want to list them right now, since
there's nothing on the table about—
● (1640)

Mr. Bernard Généreux: Allow me to interrupt.

Among the eight recommendations that have clearly not been
taken up by the minister so far, which are fundamental and should
find their way into Bill C‑27?

Mr. Philippe Dufresne: Of my 15 recommendations, it would
certainly be the sixth, which deals with privacy impact assessments.
This is fundamental, because without it, we won't be assessing the
privacy risks posed by artificial intelligence, even though we know
they're significant. So that's the first recommendation I'd stress.

Mr. Bernard Généreux: What risks are you talking about exact‐
ly? Are you talking about the risks associated with corporate data
collection?

Mr. Philippe Dufresne: I'm talking about all the privacy risks
associated with data collection, use, retention, safeguarding, pur‐
poses, disclosure for purposes a reasonable person would consider
acceptable, etc.

This must be taken into account in the context of artificial intelli‐
gence and an obligation must be provided for. The obligation to
have a privacy management program already exists, but it needs to
be more targeted. I liken it to the tests that are carried out before an
airplane flight. You have to check the risks to privacy and the meth‐
ods for managing those risks. It's very important.

The lack of monetary fines in cases where personal data is used
for unacceptable purposes is also a shortcoming of the bill. This
needs to be added.

You already have my list of 15 recommendations. I am therefore
sharing with you those that have not been adopted by the minister.

The Chair: Thank you, Mr. Généreux.

Mr. Gaheer, you have the floor.

[English]

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): That's
great. Thank you, Chair, and thank you, Commissioner.

Canada's privacy legislation is 20 years old. During that time, we
had Facebook come about. We had the iPhone released. We had so‐
cial media become prevalent. It's actually very alarming that we
haven't updated it in 20 years.

I come from the generation that was very young when, for exam‐
ple, Facebook was released. I think individuals—I'm not in that cat‐
egory, by the way; I was very careful—posted information that they
perhaps did not want to, especially looking at it in hindsight.

We know that in the new legislation, there's an expansion of the
personal information that individuals can request be disposed of.
What do current laws cover, and how does the bill strengthen the
ability of Canadians to have their personal information disposed of?

Mr. Philippe Dufresne: On that point, one of the issues in the
bill is that it allows a greater right to disposal of information, so
that's a positive thing. In particular, vis-à-vis children, it creates a
stronger right to disposal. There's the example you gave of posting
something when you're a minor, and then, when you're an adult,
wanting to take it down. There's stronger protection there.

One of the things I'm recommending, in fact, is making it even
stronger, even for adults, because right now there's an exception in
the bill that says the organization does not need to dispose of your
information if it's keeping it in accordance with the retention policy
and it's informed you of that retention policy. That doesn't apply to
minors, but it applies to adults. We recommend that that be re‐
moved as an exception, because we feel it is a broad exception. If
the organization tells you what its retention policy is, you don't
have the right to the disposal of that information.

We haven't seen that type of condition in international models. I
feel we should provide a greater right to disposal in this section.

Mr. Iqwinder Gaheer: How would the process work? I know
what websites I use, for example, but perhaps I don't remember all
of them. How would an individual who wants to dispose of some of
that information even find out where their information is being
stored? What if the company is defunct now?

Mr. Philippe Dufresne: There are obligations for organizations
to proactively prepare privacy management programs and to share
some information about them. If it's information online, the idea is
that you would see it online, but there are obligations for organiza‐
tions to make it as useful.... Obviously, if organizations see infor‐
mation about themselves and they have challenges finding where it
is, they can reach out to my office and we can assist in seeing
what's going on there.
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That touches upon a point of transparency and making sure
Canadians can understand what's going on, because not everyone is
an expert in technology, yet we are living lives that are very much
digital. Understanding what's going on, certainly with respect to AI,
the notion of algorithmic decision-makers and....

We hear a lot of comments about that. We have our surveys of
Canadians, and we see that Canadians are concerned about the pro‐
tection of their privacy. I think part of the solution to that is com‐
munication, making sure that Canadians can understand what's go‐
ing on, what the institutions are that protect them, what their rights
are and what is being done with their information. Sometimes, we
can have an impression that's worse than reality.

That's why I'm recommending that there be strong transparency.
In the bill right now, organizations that make AI decisions about
Canadians—if they have a significant impact—have to proactively
explain the general processes of those decisions. They also have to
answer questions if there's a request, but that's only if that decision
has a significant impact on Canadians.

My recommendation is that if a Canadian asks for an explana‐
tion, they should receive the explanation, even if it doesn't have a
significant impact on them. It still has an impact on them. They
want to know what's going on. I think it's beneficial for Canadians
to understand what's being done with their data.
● (1645)

Mr. Iqwinder Gaheer: That's great. Thank you.

My colleague, Mr. Turnbull, asked about the example of Tim
Hortons, and how the app was tracking the data.

The example I want to reference happens all the time. I am in a
room, and there might be a device in the room, and I am talking
about a particular product with my friend. I'll go into the other
room, where my computer is, and I'll go online and see an ad for
that very product. It could be a very particular product at that time,
so you wouldn't normally expect to see that ad appear.

What is this bill doing to protect Canadians from that? What
penalties can companies face if they don't comply with these new
laws?

Mr. Philippe Dufresne: That raises the whole issue of consent‐
ing to being tracked, and privacy by default. What are organizations
doing, and what are they telling you those default provisions are? In
my view, the default provisions should be privacy protective, cer‐
tainly if you're dealing with minors. It's about making sure you
have these protections in place, that you understand what they are,
and that you can ask.... Again, it's that transparency. You gave a
perfect example. You see this, and you want to know why you are
receiving this. It's being able to get that explanation and to under‐
stand whether you have consented to this and how your consent is
interpreted.

This is what we've seen in some of the investigations that my of‐
fice has done, whether it's Tim Hortons, Home Depot or, more re‐
cently, Canada Post. It is the sense that Canadians don't know
what's being done with their information, and sometimes there is a
disconnect between what organizations believe Canadians agree to
and understand, and what actually is going on.

That transparency that the explanation.... Again, it's the privacy
impact assessments and consulting my office to make sure you de‐
velop these reflexes. Privacy is a priority. It's not something you do
after the fact. You're designing and thinking. You need to think
about innovation, absolutely, but they're not mutually exclusive.

When I was appointed, I said that privacy is a fundamental right,
but it's also not an obstacle to innovation. It's not an obstacle to the
public interest. We can have both. Canadians deserve to have both,
and tools like this will help organizations get it right. My office will
be there to help organizations get it right, particularly small and
medium enterprises.

Mr. Iqwinder Gaheer: That's great. Thank you.

The Chair: Thank you, MP Gaheer.

MP Vis.

Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):
Thank you, Mr. Chair, and thank you to the witnesses.

The last time I spoke to you, I brought forward a motion to get
some of the answers as to why the government presented a broken
bill. I think we got some results, and we're seeing some productivi‐
ty now: Some of that information has been provided, and I can see
that it's been very useful to you as well, Mr. Dufresne, so that's pos‐
itive.

Some of my colleagues already touched upon the changes the
minister has mentioned regarding section 12 of the proposed act. I
want to dig into that really quickly.

However, first off, as I understand it now, when the current form
of the bill, which is broken, is amended, we're going to see a chil‐
dren's right to privacy defined in the bill. Is that correct?

Mr. Philippe Dufresne: Again, we'll wait and see what's being
done, but what is proposed is to recognize in the preamble the im‐
portance of protecting children's privacy, so that will be there.

As well, the proposal is in section 12—

● (1650)

Mr. Brad Vis: We already know that it's going to be included in
the preamble, but will a fundamental right to privacy based on the
information we've been provided with be defined in the text of the
proposed act?

Mr. Philippe Dufresne: What I understand the minister to pro‐
pose, based on his letter, is to amend the preamble to recognize pri‐
vacy as a fundamental right, and to amend section 5 of the pro‐
posed act to recognize that privacy is a fundamental right in the
purpose provision of the act, which is stronger than the preamble—

Mr. Brad Vis: Good.
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Mr. Philippe Dufresne: In terms of children, it's a similar ap‐
proach, as I understand it, recognizing the importance of protecting
the privacy of children in the preamble, but also in the proposed
section 12, which is the “Appropriate Purposes” provision.

Mr. Brad Vis: Can we properly amend the proposed section 12
of the act without having a clear definition of what a “minor” is,
and what constitutes a “child” in this legislation as well? Do we
need those provisions to be amended before we can look properly
at making changes to section 12?

Mr. Philippe Dufresne: The issue of the definition of a “mi‐
nor”—and I know the question was asked in earlier meetings—is
something that could be included in an amendment, perhaps with
reference to the provisions—

Mr. Brad Vis: I'm sorry, I have only a little time.

Would it be your recommendation that we define “minor” in this
legislation, to provide greater certainty for the protection of chil‐
dren when it comes to their privacy rights?

Mr. Philippe Dufresne: I would support that, to remove uncer‐
tainty. If you're not saying anything, the presumption to me would
be that you use provincial ages of majority, but I don't see a harm in
specifying it here.

Mr. Brad Vis: Thank you. That's very helpful.

The Library of Parliament provided us with a comparative docu‐
ment, and one of the areas they talked about was concepts of con‐
sent. In the context of children, can express consent really be pro‐
vided when a child decides to download an app on their parent's
iPhone?

Mr. Philippe Dufresne: Again, this is all part of the require‐
ments in terms of the manner in which consent is provided and
what will constitute valid, express consent. We've provided guid‐
ance on this. This is part of the guidance my office can provide,
but, certainly, children's consent has to be looked at differently.

Mr. Brad Vis: Would you recommend that we define it clearly,
so there's no confusion that the concept of consent is defined twice
in this bill, once for adults and once for minors, if we decide to
amend this bill to include a definition of minors?

Mr. Philippe Dufresne: I'd have to look at the specific wording
of what's being proposed, but certainly—

Mr. Brad Vis: We might be relying on you to provide that word‐
ing, sir.

Mr. Philippe Dufresne: That's right. I'm happy to provide sug‐
gestions on that, if it assists the committee.

Right now, the way it is done is that it recognizes minors' infor‐
mation as sensitive, and then it uses sensitivity as a factor in a num‐
ber of those things, including consent.

Mr. Brad Vis: I know, but again, the reason I believe these defi‐
nitions are so important is that the definition of sensitivity can be
muddled if we don't have clear definitions of what a child is in the
first place according to this legislation.

I think the same concerns I have about concepts of consent could
apply to concepts of erasure in the bill as well. If there is a concept
of express consent for a child, how would that relate to erasure or
the right to have data removed?

Mr. Philippe Dufresne: The concept in the data removal for
children in this instance is that you may have consented to some‐
thing as a child, as a minor—and there's provision for obtaining
parental consent unless you're able to do it as a minor—but as an
adult you may come to the conclusion that you no longer consent to
this.

Mr. Brad Vis: Thank you.

On that first point, let's put this in context. Mr. Turnbull talked
about his daughter and apps. I have children in a similar age cate‐
gory, and I have the same concerns. We've heard a lot of cases. In
British Columbia, we heard about Amanda Todd, a young woman
who took her life out of shame after she had exposed herself on the
Internet. Imagine there's a young girl who exposes herself on some
type of app or platform, and that app or platform does not provide
the right to have that information removed quickly enough when
she was a minor. Does this bill go far enough to ensure that minors'
rights are protected in cases of severe sensitivity like the one I just
outlined?

Mr. Philippe Dufresne: The bill provides for the minor, once an
adult, to have that removed—

Mr. Brad Vis: But not as a child.

Mr. Philippe Dufresne: It's a minor as well. Minors' information
doesn't fall under the exception that exists if there's a retention poli‐
cy. There's greater protection to remove minors' information, and
that's something the bill would do.

● (1655)

Mr. Brad Vis: Without a doubt, if that situation arose, do you
believe this legislation is strong enough to address those very vul‐
nerable situations?

Mr. Philippe Dufresne: I believe that the bill sets out strong dis‐
posal protections for the information of minors, and it will also be
interpreted as such by my office, because sensitivity is a factor I
have to consider.

Mr. Brad Vis: Do you believe, under this proposed legislation,
that you have enough powers to go after that third party app that
may be retaining sensitive information about a vulnerable child?

Mr. Philippe Dufresne: What I don't have right now is the abili‐
ty to recommend—let alone issue—a fine in that situation, because
the proposed section 12 is not part of the offences—

Mr. Brad Vis: Is it your recommendation to this committee that
we give you the power, as the Privacy Commissioner, to issue fines
quickly and resolutely in cases where children's rights and their
vulnerability have been challenged or have been exposed, or...? You
get what I mean.

Mr. Philippe Dufresne: My office has to be able to act quickly,
so all the tools should be available.

Mr. Brad Vis: Right now, you can't act quickly if you wanted to.
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Mr. Philippe Dufresne: We cannot in terms of fines. That's why
we need the ability to have compliance agreements that would in‐
clude financial considerations, to have purpose violations as eligi‐
ble for fines and to adopt the tribunal situation so it doesn't add de‐
lay to the process....

Mr. Brad Vis: We don't want any delay, do we?
Mr. Philippe Dufresne: Delay is not desirable in the context—
Mr. Brad Vis: Is it your belief that a tribunal will delay your

ability or the ability of people to have sensitive information wiped
from the Internet?

Mr. Philippe Dufresne: My view is that adding a level of review
to the process will add a delay and a cost, and so I've given two op‐
tions to solve that.

Mr. Brad Vis: I see, so in certain cases, if we go with the tri‐
bunal route, that sensitive information for a child could be delayed
in being removed from the Internet. It could be delayed if we go
under the governance model currently suggested in the legislation.

Mr. Philippe Dufresne: I'm talking about this in the context of
financial penalties. I will have under this bill the ability to issue or‐
ders, so there will be no delay to the order part. I can order an orga‐
nization to stop a practice and to stop a collection, so—

Mr. Brad Vis: In other jurisdictions do privacy commissioners
have the ability to lay criminal charges in cases in which vulnerable
or sensitive information related to children is in question?

Mr. Philippe Dufresne: Criminal charges are not something that
would be laid by a commissioner, here or elsewhere. That would be
done by the police, but there are—

Mr. Brad Vis: Can a commissioner recommend to a relative po‐
lice force to make those charges?

Mr. Philippe Dufresne: There are provisions whereby we can
notify the authorities in that context, and one of my recommenda‐
tions, in fact, is to amend the period of time for summary charges.
Right now it's 12 months, and I'm recommending that that period
be longer or that there be an extension possibility, because I don't
want individuals to run out of time if the process takes longer.

Mr. Brad Vis: That's a good recommendation.

Thank you.
The Chair: Thank you, Mr. Vis.

Mr. Van Bynen is next.
Mr. Tony Van Bynen (Newmarket—Aurora, Lib.): Thank

you, Mr. Chair. I'm finding these conversations very informative.

Commissioner, in your 2018-19 annual report, you made refer‐
ence to having the authority to provide proactive inspection powers
without grounds. My concern is that we don't need to worry about
the good guys. It's the bad guys we need to be able to act quickly
against.

What would be the advantages for the OPC of having proactive
powers, rather than having to give an organization reasonable no‐
tice before performing an audit and when the CPPA is possibly al‐
ready being contravened?

Mr. Philippe Dufresne: The recommendation on audits was one
that was made for proactivity. It was this notion that with great

power comes great responsibility, so if you have authorities in cases
where there may be an exception to consent for the use of informa‐
tion, there should be an ability to do what I think my predecessor
referred to as “looking under the hood”, so having verifications.
That's what the audit process allows.

There were concerns with the criteria for initiating an audit. I'm
looking for the section in Bill C-27. My colleagues can point it out
to me. At the time, under the existing legislation, it talked about
having reasonable grounds to believe that the act had been violated,
and there is recognition that that was too strict. The current propos‐
al in Bill C-27 now talks about having been violated or being likely
to be violated, as I recall, and I'll be able to correct that.... Proposed
section 97 says:

The Commissioner may, on reasonable notice and at any reasonable time, audit
the personal information management practices of an organization if the Com‐
missioner has reasonable grounds to believe that the organization has contra‐
vened, is contravening or is likely to contravene Part 1.

So it has been improved in the proposal on Bill C-27. The test is
not as reactive as it was before, because of this notion of “is likely
to contravene”.

● (1700)

Mr. Tony Van Bynen: I think that speed to the audit is critical,
particularly when we are living in a digital world and that can dis‐
appear very quickly.

That leads to my next question, on the fines that may be issued.
What is the extent of the fines being proposed, and in your opinion,
given the scope and the scale of platforms today, are the fines sig‐
nificant enough to have a meaningful impact. What additional au‐
thorities would you have? My concern is that the fine may simply
be considered a cost of doing business, and they retain the data and
continue the violations.

Could you clarify that, the scale of the fines?

Mr. Philippe Dufresne: I could, and as I think you heard, this
was an issue that came up with the departmental officials. I would
agree with the departmental officials' answer to that question,
which was that they are comparable and in some instances higher
than our comparators in Europe, in terms of the percentages. I'm
looking for the sections. I think it's 4% of the turnover. If it's a fine,
it goes up to $10 million and 3% of the organization's gross global
revenue, and if it's an offence, the percentages are higher.

That's comparable to what we see internationally, but there is al‐
so the possibility of issuing orders. I think the combination of those
two tools is important and something to be monitored, but it's not
standing out as being too small a percentage compared to interna‐
tional comparators.

Mr. Tony Van Bynen: Up until now, to what extent has obstruc‐
tion been a problem for your department?
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Mr. Philippe Dufresne: In terms of collaboration with my of‐
fice, we treat individual complaints case by case. We've seen situa‐
tions in which we're making recommendations and they are com‐
plied with. Sometimes they are not.

In terms of pure obstruction that would rise to the level of crimi‐
nal offences, I'm not aware of any. It's something that, obviously,
has to be dealt with in the legislation so that there is a tool or a
mechanism if that occurs.

That ability goes to the necessity of having enforcement authori‐
ty. If you have right now only the ability to make recommenda‐
tions, that is useful if the organization agrees and complies. If it
does not, then you don't have a remedy.

Mr. Tony Van Bynen: I'd like to go back to an earlier question.
I'm not sure if I got a specific response on that.

Does the purpose of this privacy act place the rights of commer‐
cial interests on the same footing as personal interests?

Mr. Philippe Dufresne: Currently, if we look at proposed sec‐
tion 5, the purpose provision talks about the “rules to govern the
protection of personal information in a manner that recognizes the
right of privacy of individuals with respect to their personal infor‐
mation and the need of organizations to collect, use” and so on.

That's why I was concerned from day one about the need to rec‐
ognize privacy as a fundamental right. It's to send the message that,
yes, you have to consider those two things, but these are not equal
things. Yes, you will do everything to have both innovation and pri‐
vacy. In most cases, I am convinced that you can have those things.
It's the same with public interest.

If there's a clear conflict that you can't resolve, the fundamental
right should prevail.

Mr. Tony Van Bynen: Do you have an issue with the word
“and” in the purpose?

Mr. Philippe Dufresne: I think that putting in the preamble a
recognition of privacy as a fundamental right in this way, with this
amendment, clarifies the superior nature of the right that we're talk‐
ing about, which is consistent with the treatment of it international‐
ly and by the courts in Canada.

Mr. Tony Van Bynen: How much time do I have, Mr. Chair?
The Chair: You have none, but I've been very generous with

time for everyone, so if you want, you can....
Mr. Tony Van Bynen: I have just one more question.

We're talking about competition and the scope, scale and concen‐
tration of resources. The act doesn't distinguish between small and
large companies in terms of obligations.

Is there a risk that this would be a competitive disadvantage in
terms of the obligations that are being placed on small businesses?
● (1705)

Mr. Philippe Dufresne: It's crucial to ensure that the regime can
be met by small and medium enterprises, absolutely. The bill pro‐
vides for a role for my office in terms of guidance. It provides the
ability to join in certification programs and codes of practice. It's
something that has to be taken into consideration. It's certainly
something that I'm very mindful of.

To the point on competition and privacy, this is an example in
which you can have overlap between competition and privacy. We
need to make sure that protecting privacy doesn't harm competition
and vice versa. We've made recommendations to Parliament and to
the department on competition law review, to make sure you are
dealing with what we call “dark patterns”, which are manipulative
uses of language and psychological tools to incite individuals to
make wrong choices, either from a privacy or competition stand‐
point.

This is why, in the last few months, my colleagues, the competi‐
tion commissioner and the CRTC chair, and I created a digital regu‐
lators forum. We are working together to identify these areas of
connection and interoperability. There are similar groups interna‐
tionally. Our first focus right now, in our first year, is AI and mak‐
ing sure we are on top of those new developments.

This is why my 15th recommendation is to expand the scope of
my office's ability to collaborate with regulators like these, in par‐
ticular in the context of complaints. Right now I can't do that with
my Canadian colleagues, but I can do it with my international col‐
leagues.

Mr. Tony Van Bynen: Thank you. It's been very informative.

[Translation]

The Chair: Thank you.

Mr. Lemire, you have the floor.

Mr. Sébastien Lemire: Thank you, Mr. Chair.

Thank you, Mr. Dufresne. Your recommendations were already
clear, but your testimony today makes them even clearer.

I'd like us to look to the future, since one of the obvious goals of
the bill is to protect people over time.

With the emergence of quantum computing, what safeguard or
oversight mechanism might be needed to ensure the effective pro‐
tection of Canadians' information and data?

Mr. Philippe Dufresne: We need to make sure that the law will
hold up despite the rapid evolution of technology, if not with it.
There's a lot of talk about generative artificial intelligence right
now. A year from now, it'll be even more powerful. Who knows?
So the law has to be able to adapt. That's why the bill contains prin‐
ciples and doesn't talk specifically about generative artificial intelli‐
gence, for example, but rather about automated decisions. The defi‐
nitions need to encompass all this and there needs to be flexibility
for the government to set regulations and for my office to set guide‐
lines so we can adapt to new technologies.
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The recommendation we're making on privacy impact assess‐
ments is very important in this regard. Every time we develop
something, we have to document it, assess the risks and carry out
consultations, precisely to stay ahead of these technologies. This is
one of my priorities, along with protecting children's privacy. We
have to keep up with the evolution of technology. This measure
makes it possible.

Another of our recommendations concerns de‑identified informa‐
tion. De‑identified information is defined a little too broadly, in my
opinion, particularly in French. This definition must be very strict,
because it limits legal obligations. In these definitions, we must al‐
so take into account the risk of “re‑identification.” The bill says that
more can be done with de‑identified information, and that if it's
anonymized, the law doesn't apply at all. So there's a big responsi‐
bility that comes with that. These definitions need to be strict.

On the issue of de‑identified information, I recommended that
we take into account the risk of “re‑identification,” because tech‐
nology evolves. If a piece of information is de‑identified today, but
in two or three years' time, thanks to technology, we'll be able to
know again who it's linked to, we'll be right back where we started.
This has to be able to evolve over time.

The Chair: Thank you very much, Mr. Lemire.
Mr. Sébastien Lemire: Thank you, Mr. Chair.
The Chair: Mr. Masse, you have the floor.

[English]
Mr. Brian Masse: Thank you, Mr. Chair.

Just going back with regard to the tribunal, you mentioned alter‐
natives if we don't go to the tribunal. What would be the picture
laid out from your design for that, if we dropped the tribunal alto‐
gether?

Mr. Philippe Dufresne: That would be the model, in fact, that
exists in Quebec and that exists internationally. In fact, the
GDPR—which, as you know, is the regulation that applies to the
European Union—states that the DPAs, which would be the privacy
commissioners, have the ability to issue fines. In the recital, in the
description of this, they're talking about the DPAs issuing the fines,
and they're generally reviewed by the courts. They list Estonia and
Denmark as being exceptions, where they have to ask courts to is‐
sue fines because of the specifics of their legal structure.

The CAI, my counterpart in Quebec, has the ability to issue
fines. They are reviewable by the normal court system. If there
were no tribunal, this could work in the same way. BillC-27, as
drafted, already creates a more formal process for my decisions. It
provides that the investigations happen at the front end. You try to
resolve matters. If you don't resolve the matter, then it goes to what
is called an inquiry, and I will have obligations under the law to
adapt codes of practice and consultation with industry. Procedural
fairness has to be an element of that, and at the end of the day,
those decisions, if you choose as a Parliament to give the authority
to my office to issue fines directly, would be reviewable by the Fed‐
eral Court through the normal judicial review process. That's cer‐
tainly an option.

On the other option, if the decision is to create a new tribunal,
my recommendation is that if we're adding a layer of review, we

should remove one, so it should go straight to the Court of Appeal,
otherwise there will be a cost.

● (1710)

Mr. Brian Masse: If we create the tribunal, that will create a
conflict with the Quebec model. Is that not correct?

Mr. Philippe Dufresne: With which model? I'm sorry, but I
didn't hear you.

Mr. Brian Masse: If we create the tribunal, that will create a
conflict with the Quebec model. Is that not correct?

Mr. Philippe Dufresne: Well, it would be a different model.
There would be a situation, and we would have to manage that in
practice, because we do some joint investigations. As you know,
we're currently doing an investigation on TikTok and ChatGPT.
That's the case now, because right now I don't have the authority to
issue fines or orders. They do, so that's something we'll need to
manage.

Mr. Brian Masse: Thank you, Mr. Chair.

I suspect that's why we don't have the amendments in front of us.
The Chair: Thank you very much, Mr. Masse.

I'll now turn to Mr. Perkins.
Mr. Rick Perkins: Thank you, Mr. Chair, and thank you, Com‐

missioner.

We had a discussion earlier about the preamble having no legal
binding, that it's a statement of intent and, once passed, doesn't ap‐
pear in the statute in Canada. The purpose section, then, is very im‐
portant. You just said in response to other questions that if you put
“fundamental right” in and the word “and”, “and” is there balanc‐
ing against that, but that's okay. It still makes “fundamental right”
prominent.

I'll go in a different direction on that. Let's assume that's correct.
The Liberals are introducing into this bill a concept in privacy pro‐
tection, the concept of a legitimate interest, the legitimate interest
of the business—the big business and its legitimate interest to use
one's data in a way in which it doesn't have permission to use it,
and to allow it to use it even if it causes harm to the individual.

I would argue that proposed section 18, which introduces this
concept, actually does not make the privacy of the individual of
paramount importance. Proposed section 18 actually makes busi‐
ness interests more important, because a large business can ignore
whether or not you gave it permission. It can ignore whether or not
the information being used is going to harm you for its own legiti‐
mate interests, which are not always aligned with those of an indi‐
vidual.

Would you not agree that having that “and” gives that power in
proposed section 18 much more weight, enabling them to ignore
whether or not it's a fundamental right?

Mr. Philippe Dufresne: I've recommended a few things to ad‐
dress this in my 15 recommendations.

In terms of the preamble, we did—
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Mr. Rick Perkins: I don't want to talk about that. I just want to
talk about this issue. I don't have a lot of time.

Mr. Philippe Dufresne: All right. I think that goes to the recom‐
mendation on making sure that the business activities are defined
very carefully, that they are all necessary, and that you remove the
ability to make exceptions by regulations without showing that
they're necessary. The recommendation, in terms of clarifying and
highlighting the fundamental right, has to be in the purpose clause,
but it should also be in a preamble in the law, not just in the bill but
also in the law itself, so that when people read it, they have—
● (1715)

Mr. Rick Perkins: That takes away the power from Parliament
and leaves the judgment in the hands of bureaucrats as to what the
list is, because that's where regulations get made.

I would also argue that the Liberals are further watering down
this issue. When you look at the terms of express consent in pro‐
posed section 15.... For those watching, express consent means I
have to give you permission to use my data. The Liberals have de‐
signed a number of escape clauses from express consent that allow
businesses to get around it. Those escape clauses in proposed sec‐
tion 18 allow them to get around it.

Also, in proposed subsection 12(4), in the purposes of the bill, it
reads that where a business needs to use a person's information for
a new use, it doesn't have to get the person's permission. It just has
to record it somewhere. There's no need for consent from the per‐
son if the business uses it for a new use.

As we know, this is evolving rapidly. I got somebody's consent
five years ago. I decide to use their stuff in a different way. I just
have to record it somewhere now. I don't even have to tell the per‐
son I'm using it. It's a further watering down of the person's protec‐
tion as a fundamental right, giving much more power.... When you
combine it with proposed sections 18 and 15, the exceptions, and
with proposed subsection 12(4), that's giving enormous power to a
business to do whatever they want with that individual's data with‐
out their permission.

Mr. Philippe Dufresne: Proposed section 14 talks about new
purposes and indicates that they must not use it for a purpose other
than the one determined and recorded, unless the organization ob‐
tains the individual's—

Mr. Rick Perkins: Sorry, but that's not what proposed subsec‐
tion 12(4) says. It reads:

If the organization determines that the personal information it has collected is to
be used or disclosed for a new purpose, the organization must record that new
purpose before using or disclosing that

It doesn't say that it has to actually get express consent. That's in
the appropriate purposes and express consent sections. It doesn't
say that you have to go back for a new purpose and get express
consent.

Mr. Philippe Dufresne: On those purposes, one of the recom‐
mendations we've made is to make sure that the purposes are spe‐
cific and explicit. It's important for Canadians to know why this is
going to be used, and it's important that when you're collecting this
information, Canadians have an understanding of what it's for and
what it's not for, and that this is something they would be reason‐
ably expecting. We need to make sure that it is used in those ways.

Mr. Rick Perkins: I have one last question, and this deals with
individual privacy. There have been a lot of submissions already
that ask about the ability to breach your privacy when you're put in
a group. Group data management is a way, as a former marketer,
that I dealt with data from customers. I put them into groups, cus‐
tomer segments; then I pitch to you, based on data, what's going on.

Should there not be some provisions in here that limit the use of
group data for the protection of personal privacy?

Mr. Philippe Dufresne: You will no doubt hear views on that.
We made recommendations on the predecessor bill in terms of in‐
ferences and treating inferences as personal information. I think
that when you're talking about AI, we can see more and more abili‐
ty to use information, maybe even de-identified information or
anonymized information, then draw some conclusions about
groups. I think that is certainly something to think about and con‐
sider. Those privacy impact assessments with AI, I think, become
key to looking at that aspect. This is why our definitions on de-
identification and anonymization are strict. Not everyone agrees
with that. Some have said it may be too strict, but it takes it outside
the law.

Mr. Rick Perkins: I've met with many professors and computer
folks who have told me that there's no such thing as anonymized
data. It's very easy to back out, so I have one last question.

This puts more important responsibilities on your office. The tri‐
bunal element probably puts more on as well.

Have you done estimates about what this is going to cost in fund‐
ing for your department to do this level of...?

Mr. Philippe Dufresne: Yes, we have. The amount we came up
with is almost a doubling of the current resources that we have. We
would need an additional $25 million per year to have the resources
on the compliance side, certainly, but also on the proactive side.
The discussion we've been having provides responsibilities to ap‐
prove codes of practice and certification programs, and maybe there
will be a decision to have sandboxes.

All this advice to organizations and SMEs will need to be re‐
sourced. The new process will need to be more formalized. The fact
that there are more protections may well lead to more complaints
and more judicial reviews and challenges, certainly at the front end.

● (1720)

Mr. Rick Perkins: Does that change if there isn't a tribunal as
one of your options, or if you are given more authority to do com‐
pliance agreements with fines?
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Mr. Philippe Dufresne: I think that the compliance agreements
will help, because it will mean we can resolve matters. Again, it
presumes that the organization will agree. A compliance agreement
is a settlement agreement. If the organization agrees to pay the
amount, then we can resolve it. If the organization does not, then
there still needs to be a process that will go forward. I think the tri‐
bunal will have resources that have to be dedicated to that, if there's
a tribunal to be created. If there isn't, part of that may have to be
done by my office, but we'll certainly manage it as carefully as we
can.

The Chair: Thank you very much. I'll now turn to Mr. Turnbull.

The floor is yours.
Mr. Ryan Turnbull: Thanks, Commissioner.

There's some really great conversation today. I really appreciate
all the questions and the positive engagement here. I think this is
really good for this work and this legislation.

I want to get back to a line of questioning that I started on and
didn't quite finish.

I sort of take it that Bill C-27 and the minister's letter, which pro‐
vides details, introduce new obligations for organizations and com‐
panies. It's also giving your office and you new powers, which I
think are both positive.

One of the questions that keep coming up for me when consider‐
ing what work you'll have ahead, once we hopefully get this bill
through and strengthened in many ways, is whether there is enough
around detecting non-compliance. It seems to me that it must be
hard to detect who is not complying with these additional obliga‐
tions that are being introduced in Bill C-27.

Can you speak to how you'll undertake that? I know you men‐
tioned it with the last question about additional resources needed.
I'm certain that's part of it, but could you speak to how you'll detect
non-compliance when it does occur?

Mr. Philippe Dufresne: Yes, for sure.

Certainly, resources are part of it, because there are a number of
things here, whether they are audits, certification programs, guid‐
ance or communication, to make sure Canadians can flag things for
us. There's also the technological aspect. We have a technical lab at
the OPC, where we are trying to stay ahead of the evolving technol‐
ogy, and getting those resources, that expertise and that understand‐
ing will be important. Using all those tools, compliance and the re‐
quest for information, there are obligations in there where I can ask
to see certain information of organizations or their privacy manage‐
ment programs.

Certainly we'll need something put in place so that we are not in
a reactive mode but are aware of what's going on. I have to say, we
have good engagements with representatives in industry and
academia. I think this will continue, both in Canada and interna‐
tionally, to make sure that we are hearing what the trends and con‐
cerns are and can act on them.

Mr. Ryan Turnbull: Just as a thought experiment—because I'm
sort of testing this in my mind—I'm sure there are cases of bad ac‐
tors who are not forthright in fulfilling their obligations in certain
instances. I guess what I'm asking is whether you have sufficient

powers and tools to be able to really detect those nefarious activi‐
ties where they may not, and intentionally may not, be living up to
the obligations, even once Bill C-27 has passed?

Mr. Philippe Dufresne: We will continue to develop our techni‐
cal abilities and our technical resources in terms of identifying
things we see in the ecosystem. The bill will provide more powers
to obtain information and to initiate audits. There is an ability for
my office to launch investigations. We call them “commissioner-
initiated investigations”. That exists. That's what we've done in the
context of our TikTok investigation and in the context of ChatGPT.

We're going to continue to use all the tools we have. Legislation
would place more obligations on organizations to proactively share
their information. In terms of bad actors, we'll need to make sure
we're proactively able to identify them, working with our col‐
leagues.

● (1725)

Mr. Ryan Turnbull: Thank you.

Do you start an investigation only when you get a complaint, or
how do you initiate or initially detect individuals—or companies, in
most cases, I think—that are not living up to their obligations? Cur‐
rently how do you do that? Also, in the future, how do you envision
doing that? I assume that, with additional obligations and additional
powers, there's going to be a lot more activity to monitor, and we
want that. I think this bill enables that and is designed in such a
way as to empower you to do that. However, I guess I'm just a little
unclear as to what that process looks like.

Mr. Philippe Dufresne: We do not require a complaint from an
individual to launch a matter. We have the ability to issue audits.
We have the ability to issue a commissioner-initiated investigation.
That can come from a variety of sources. It could come from the
monitoring of media reports. It could come from monitoring indus‐
try experts and actors who could flag things.

We're going to continue to expand on these capabilities to do
spot checks and to make sure about trends and concerns, but cer‐
tainly this is something that needs to be proactive and not just reac‐
tive. We'll need to have the resources for it, because, as you say, the
environment is vast, and there are a lot of resources outside of my
office, including in organizations that we may need to be investigat‐
ing. We need to have equivalent capabilities, then, to do our work.

Mr. Ryan Turnbull: I'm not trying to give you ammunition to
ask for even more funds, but I suspect that there's a lot of online
activity and a lot of data being collected, and I suspect that it would
be very challenging to try to monitor and detect any breaches of the
obligations that would be in Bill C-27. With respect, I think you
have your work cut out for you in the future. I don't envy you that,
but I appreciate the work that will be undertaken.



20 INDU-90 October 19, 2023

Maybe I'll leave it there for the moment on that.

I have another question or two. On the flip side of this—and I
think my colleague Mr. Van Bynen asked some questions about
this—what are the risks in going too far? By “going too far”, I
mean are there risks within this legislation and this debate we're
having, such that we could go a step or two too far and impede all
of the positive benefits Canadians are getting out of the use of these
online tools?

The data that's collected has enhanced our lives in a lot of differ‐
ent ways. There's a sense in which there's that balancing act be‐
tween innovation and privacy, which you've already talked about. I
guess I want to know specifically whether you see any risks in go‐
ing too far. We really have been talking from the other side, about
not going far enough on privacy rights. If we go too far, we might
also stifle innovation. Would you agree with that, and are there any
risks to that?

Mr. Philippe Dufresne: We have to strike the balance, but we
have to remember that we are dealing with a fundamental right, so
we need to start with that premise. We need to make sure we're pro‐
tecting the fundamental right to privacy, because it's core to who we
are as a society and as individuals.

Absolutely, though, we need to do it in a way that supports inno‐
vation. We need to do it in a way that puts Canada in a competitive
situation and that allows Canada to work and trade on the world
stage.

The good news, in terms of protecting privacy, is that it actually
gives us economic advantages in many ways, certainly in terms of
Europe and being recognized by that system as providing adequate
levels of privacy protection. That's not just good for privacy; it's
good for trade, because it allows our companies to trade with Eu‐
rope in a better way.

There are benefits there, but absolutely we need to make sure,
and you need to hear from industry. I've heard from industry. I have
good dialogues with them. They may not always take the position I

do, and that's okay. However, I can tell you that we have regular
discussions and exchanges. They will be coming in front of you,
and they have a valid perspective to bring.

Mr. Ryan Turnbull: They do.

I was sort of leading up to this, which is interesting. With very
much respect, I'll say.... As the Privacy Commissioner, advocating
for the fundamental right of privacy, it seems to me that you might
naturally be inclined to support one side of this debate. I can hear
that you definitely appreciate the side of innovation and industry,
which, in a way, is the minister's responsibility.

There also may be a flip side to this. Those industry stakeholders
would express their position with regard to where we could go too
far and limit the benefits that are also very important for this work.
I wanted to put that out there.

Respectfully, I hope we can continue to have a very collaborative
working relationship as we move forward. I would expect nothing
less, because that's been the history so far in our working relation‐
ship.

Thank you very much for being here today. With great respect, I
really appreciate your testimony.
● (1730)

[Translation]
The Chair: Thank you very much, Mr. Turnbull.

Thank you, Mr. Dufresne, and your team for making yourself
available again.

Voices: Hear, hear!
The Chair: It's not every day that our witnesses are applauded

like that. It's a credit to you.

I thank the analysts, interpreters and support staff.

The meeting is adjourned.
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