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● (1750)

[Translation]
The Chair (Mr. Joël Lightbound (Louis-Hébert, Lib.)): Col‐

leagues and friends, I call this meeting to order.

Welcome to meeting number 107 of the House of Commons
Standing Committee on Industry and Technology.

Today's meeting is taking place in a hybrid format, pursuant to
the Standing Orders.

Before I introduce our witnesses, we have one quick piece of
business, the election of the second vice‑chair. Pursuant to Standing
Order 106(2), the second vice‑chair must be a member of an oppo‐
sition party other than the official opposition.

I am now prepared to receive motions for the second vice‑chair.
Can someone submit Mr. Garon's name?
[English]

Colleagues, I need someone to....

It's Mr. Bittle.
[Translation]

It has been moved by Mr. Bittle that Jean‑Denis Garon be elected
as second vice‑chair of the committee.

Since there are no other motions, do I have the unanimous con‐
sent of the committee to elect Mr. Garon as second vice‑chair?

Some hon. members: Agreed.

(Motion agreed to)
The Chair: Mr. Garon, congratulations on your election as sec‐

ond vice‑chair. Welcome. You have great responsibilities to take on,
because Mr. Lemire has been very helpful in his years on the com‐
mittee. He was a very good parliamentarian, but I'm sure you'll be
up to the task. It's a pleasure to have you with us.

Before moving on to Bill C‑27, I must also submit to the com‐
mittee a proposal for supplementary estimates for our study of
Bill C‑27. It indicates that an amount of $6,000 is requested, and
that amount is broken down.

Do I have the unanimous consent of the committee to adopt this
budget proposal?

Some hon. members: Agreed.

(Motion agreed to)

The Chair: That's wonderful.

Pursuant to the order of reference of Monday, April 24, 2023, the
committee is resuming consideration of Bill C-27, an act to enact
the Consumer Privacy Protection Act, the Personal Information and
Data Protection Tribunal Act and the Artificial Intelligence and Da‐
ta Act and to make consequential and related amendments to other
acts.

I would now like to welcome the witnesses. We have Vass Bed‐
nar, executive director of the master of public policy in digital soci‐
ety program at McMaster University, who is joining us by video‐
conference. Also, from the University of Toronto, we have Andrew
Clement, professor emeritus, Faculty of Information, who is also
joining us by videoconference, as well as Nicolas Papernot, assis‐
tant professor and CIFAR AI chair.

Thank you to all three of you for being here.

[English]

I want to apologize for our being late to the committee. We had
about 10 votes in the House of Commons. Because of the delay, we
have until about 7 p.m. for the testimonies and the questions.

Without further ado, we will start with you, Madam Bednar, for
five minutes.

Ms. Vass Bednar (Executive Director, Master of Public Policy
in Digital Society Program, McMaster University, As an Indi‐
vidual): Thank you, and good evening.

My name is Vass Bednar. You heard that I run the master of pub‐
lic policy program in digital society at McMaster University, where
I'm an adjunct professor of political science. I engage with Canada's
policy community broadly as a senior fellow at CIGI, a fellow with
the Public Policy Forum, and through my newsletter “Regs to Rich‐
es”. I'm also a member of the provincial privacy commissioner's
strategic ad hoc advisory committee.
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Thank you for the opportunity to appear. I appreciate the work of
this committee. I do agree there is an urgent need to modernize
Canada's legislative framework so that it's suited in the digital age.
I also want to note I've been on a sabbatical of sorts for the past
year, and I have not followed every detailed element of debate on
this bill in deep detail. That made me a little bit anxious about ap‐
pearing, but then I remembered that I am not on the committee; I
am appearing before the committee, so I decided to be as construc‐
tive as I could be today.

As we consider this framework for privacy, consumer protection
and artificial intelligence, I really think we're fundamentally negoti‐
ating trust in our digital economy, what that looks like for citizens
and actually articulating what responsible innovation is supposed to
look like. That's what gets me excited about the direction that we're
going.

Very briefly, on the privacy side, it's well known, or it has been
well said, that this is not the most consumer-centric privacy legisla‐
tion we see from other jurisdictions. It does provide clarity for busi‐
nesses, both large and small, which is good, and especially small
businesses. I don't think the requirements for smaller businesses are
overly onerous.

The elements on consent have been well debated. Zooming in on
that language beyond what is necessary, I think, is such a major
hinge of debate. Who gets to decide what is necessary and when? I
think the precedent of consent, of course, is critical. I think about a
future where, as people who are experiencing our online world, or
exchanging information with businesses, there's just way more au‐
tonomy for consumers.

For example, there's being able to search without self-preferenc‐
ing algorithms that dictate the order of what you see; seeing prices
that aren't tailored to you, or even knowing there is a personalized
dynamic pricing situation; accessing discounts through loyalty pro‐
grams, without trading your privacy to use them; or simple things
like returning to an online store that you've shopped at before with‐
out seeing these so-called special offers based on your browsing or
purchase history.

That tension, I think, is probably going to be core to our contin‐
ued conversation around that need for organizations to collect.

On algorithmic collusion, recent reporting from The New States‐
man elaborated on how the prices of most goods now are set not by
humans, but by automatic processes that are set to maximize their
owners' gains. There's this big academic conversation about the line
between what's exploitative and what's efficient. Our evolving com‐
petition law may soon begin to consider algorithmic collusion,
which may also garner more attention through advancements on
Bill C-27 as it prompts the consideration of the effects of algorith‐
mic conduct in the public interest.

Again, very briefly on the AI side, I agree with others that the AI
commissioner should be more empowered, perhaps as an officer of
Parliament. That office needs to be properly funded in order to do
this work. Note that the provinces may want to create their own AI
frameworks as a way to solve for some of the ambiguities or inter‐
sections. We should embrace and celebrate that in a Canadian fed‐
eralist context.

In the spirit of being constructive and forward-looking, I wonder
if we should be taking some more inspiration from very familiar
policy areas of labelling and manufacturing just to achieve more
disclosure. For the layer of transparency that's proposed for those
who manage a general purpose AI system, we should ensure that
individuals can identify AI-generated content. This is also critical
for the result of any algorithmically generated system.

We probably need either a nutrition facts label approach to priva‐
cy or a registration requirement. I would hope we can avoid oner‐
ous audits, or kind of spurring strange secondary economies, that
sprout and maybe aren't as necessary as they seem. Having to regis‐
ter novel AI systems with ISED, so the government can keep tabs
on potential harms and justifications for them entering into the
Canadian market, would be helpful.

I will wrap up in just a moment.

Of course, we, you, should all be thinking about how this legisla‐
tion will work with other policy levers, especially in light of the re‐
cently struck Digital Regulators Forum.

● (1755)

Much of my work is rooted in competition issues, such as market
fairness and freedom. I note that in the U.S., the FTC held a tech‐
nology summit on artificial intelligence just last week. There it was
noted, “we see a tech ecosystem that has concentrated...power in
the hands of a small number of firms, while entrenching a business
model built on constant surveillance of consumers.” Canadian poli‐
cy people need to be more honest about connecting these dots. We
should be doing more to question that core business model and en‐
sure we're not enshrining it, going forward.

I have a final, very quick worry about productivity, which I know
everyone is thinking about.

I have a concern that our productivity crisis in Canada will fun‐
damentally act, whether implicitly or explicitly, to discourage regu‐
lation of any kind over the phantom or zombie risk of impeding this
elusive thing we call innovation. I want to remind all of you that
smart regulation clarifies markets and levels the playing field.

Thanks for having me.

[Translation]

The Chair: Thank you very much, Ms. Bednar.

I'll now give the floor to Professor Clement.
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[English]
Professor Andrew Clement (Professor Emeritus, Faculty of

Information, University of Toronto, As an Individual): Thank
you, Mr. Chair and committee members.

I am Andrew Clement, professor emeritus in the faculty of infor‐
mation at the University of Toronto. As a computer scientist who
started in the field of artificial intelligence, I have been researching
the computerization of society and its social implications since the
1970s.

I'm one of three pro bono contributors to the Centre for Digital
Rights' report on C-27 that Jim Balsillie spoke to you about here.

I will address the artificial intelligence and data act, AIDA, ex‐
clusively in my remarks.

AI, better interpreted as algorithmic intensification, has a long
history. For all of its benefits, from well before the current accelera‐
tion around deep neural networks, AI misapplication has already
hurt many people.

Unfortunately, the loudest voices driving public fear are coming
from the tech giant leaders, who are well known for their anti-gov‐
ernment and anti-regulation attitudes. These “move fast and break
things” figures are now demanding urgent government intervention
while jockeying for industry dominance. This is distracting and de‐
mands our skepticism.

Judicious AI regulation focused on actual risks is long overdue
and self-regulation won't work.

Minister Champagne wants to make Canada a world leader in AI
governance. That's a fine goal, but it's as if we are in an internation‐
al Grand Prix. Apparently, to allay the fears of Canadians, he
abruptly entered a made-in-Canada contender. Beyond the proud
maple leaf and his smiling at the wheel, his AIDA vehicle barely
had a chassis and an engine. He insisted he was simply being “ag‐
ile”, promising that if you just help to propel him over the finish
line, all would be fixed through the regulations.

As Professor Scassa has pointed out, there's no prize for first
place. Good governance isn't even a race but an ongoing, mutual
learning project. With so much uncertainty about the promise and
perils of AI, public consultation informed by expertise is a vital
precondition for establishing a sound legal foundation. Canada also
needs to carefully study developments in the EU, U.S. and else‐
where before settling on its own approach.

As many witnesses have pointed out, AIDA has been deeply
flawed in substance and process from the get-go. Jamming it on to
the overdue modernization of PIPEDA made it much harder to give
that and the AI legislation the thorough review they each merit.

The minister initially gave himself sweeping regulatory powers,
putting him in a conflict of interest with his mandate to advance
Canada's AI industry. His recent amendments don't go anywhere
near far enough to achieve the necessary regulatory independence.

Minister Champagne claimed to you that AIDA offers a long-
lasting framework based on principles. It does not.

The most serious flaw is the absence of any public consultation,
either with experts or Canadians more generally, before or since in‐

troducing AIDA. It means that it has not benefited from a suitably
broad range of perspectives. Most fundamentally, it lacks democrat‐
ic legitimacy, which can't be repaired by the current parliamentary
process.

The minister appears to be sensitive to this issue. As a witness
here, he bragged that ISED held “more than 300 meetings with aca‐
demics, businesses and members of civil society regarding this
bill.” In his subsequent letter providing you with a list of those
meetings, he claimed that, “We made a particular effort to reach out
to stakeholders with a diversity of perspectives....”

My analysis of this list of meetings, sent to you on December 6,
shows that this is misleading. Overwhelmingly, ISED held meet‐
ings with business organizations. There were 223 meetings in all, of
which 36 were with U.S. tech giants. Only nine meetings were with
Canadian civil society organizations.

Most striking by their complete absence are any organizations
representing those that AIDA is claimed to protect most, i.e., orga‐
nizations whose members are likely to be directly affected by AI
applications. These are citizens, indigenous peoples, consumers,
immigrants, parents, children, marginalized communities, and
workers or professionals in health care, finance, education, manu‐
facturing, agriculture, the arts, media, communication, transporta‐
tion—all of the areas where AI is claimed to have benefits.

● (1800)

AIDA breaks democratic norms in ways that can't be fixed
through amendments alone. It should therefore be sent back for
proper redrafting. My written brief offers suggestions for how this
could be accomplished in an agile manner, within the timetable
originally projected for AIDA.

However, I realize that the shared political will for pursuing this
option may not currently be achievable. If you decide that this AI‐
DA is to proceed, then I urge you to repair its many serious flaws
as well as you can in the following eight areas at the very least:

First, sever AIDA from parts 1 and 2 of Bill C-27 so that each of
the sub-bills can be given proper attention.

Position the AI and data commissioner at arm's-length from
ISED, appropriately staffed and adequately funded.
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Provide AIDA with a mandatory review cycle, requiring any re‐
newal or revision to be evidence-based, expert-informed and inde‐
pendently moderated with genuine public consultation. This should
involve a proactive outreach to stakeholders not included in ISED's
Bill C-27 meetings to date, starting with the consultations on the
regulations. I'm reminded here of the familiar saying that if you're
not welcome at the table, you should check that you're not on the
menu.

Expand the scope of harms beyond individual support to include
collective and systemic harms, as you've heard from others.

Base key requirements on robust, widely accepted principles in
the legislation and not solely in regulations or schedules.

Ground such a principles-based framework explicitly in the pro‐
tection of fundamental human rights and compliance with interna‐
tional humanitarian law, in keeping with the Council of Europe's
pending treaty, which Canada has been involved with.

Replace the inappropriate concept of high-impact systems with a
fully tiered, risk-based scheme, such as the EU AI Act does.

Tightly specify a set of unacceptably high-risk systems for prohi‐
bition.

I could go on.

Thank you for your attention. I welcome your questions.
The Chair: Thank you very much, Professor Clement.

[Translation]

I'll now give the floor to Professor Papernot.
[English]

Professor Nicolas Papernot (Assistant Professor and Canada
CIFAR AI Chair, University of Toronto and Vector Institute, As
an Individual): Thank you for inviting me to appear here today. I
am an assistant professor of computer engineering and computer
science at the University of Toronto, a faculty member at the Vector
Institute, where I hold a Canada CIFAR AI chair, and a faculty af‐
filiate at the Schwartz Reisman Institute.
● (1805)

[Translation]

My area of expertise is at the intersection of computer security,
privacy and artificial intelligence.

I will first comment on the consumer privacy protection act pro‐
posed in Bill C‑27. The arguments I'm going to present are the re‐
sult of discussions with professors Lisa Austin, David Lie and
Aleksandar Nikolov, some colleagues.
[English]

I do not believe that the act in its current form creates the right
incentives for adoption of privacy-preserving data analysis stan‐
dards. Specifically, the act's reliance on de-identification as a priva‐
cy protection tool is misplaced. For example, as you know, the act
allows organizations to disclose personal information to some oth‐
ers for socially beneficial purposes if the personal information is
de-identified.

As a researcher in this field, I would say that de-identification
creates a false sense of security. Indeed, we can use algorithms to
find patterns in data, even when steps have been taken to hide those
patterns.

For instance, the state of Victoria in Australia released public
transit data that was de-identified by replacing each traveller's
smart card ID with a unique random ID. The logic was that no IDs
means no identities. However, researchers showed that mapping
their own trips, where they tapped on and off public transit, allowed
them to reidentify themselves. Equipped with that knowledge, they
then learned the random IDs assigned to their colleagues. Once
they had knowledge of their colleagues' random IDs, they could
find out about any other trip—weekend trips, doctor visits—all
things that most would expect to be kept private.

[Translation]

As a researcher in this area, that doesn't surprise me.

[English]

Moreover, AI can automate finding these patterns.

With AI, such reidentification can happen for a large portion of
individuals in the dataset. This makes the act problematic when try‐
ing to regulate privacy in an AI world.

Instead of de-identification, the technical community has em‐
braced different approaches to privacy data analysis, such as differ‐
ential privacy. Differential privacy has been shown to work well
with AI and can demonstrate privacy, even if some things are al‐
ready known about the data. It would have protected the colleague's
privacy in the example I gave earlier. Because differential privacy
does not depend upon modifying personal information, this creates
a mismatch between what the act requires and emerging best tech‐
nical practices.

[Translation]

I will now comment on the part of Bill C‑27 that proposes an ar‐
tificial intelligence and data act. The original text was ambiguous
as to the definition of an AI system and a high‑impact system. The
amendments that were proposed in November seem to be moving
in the right direction. However, the proposed legislation needs to be
clearer with respect to data governance.



January 31, 2024 INDU-107 5

[English]

Currently, the act does not capture important aspects of data gov‐
ernance that can result in harmful AI systems. For example, im‐
proper care when curating data leads to a non-representative
dataset. My colleagues and I have illustrated this risk with synthetic
data used to train AI systems that generate images or text. If the
output of these AI systems is being fed back to them, that is, to
train new AI systems, these new AI systems perform poorly. The
analogy one might use is how the photocopy of a photocopy be‐
comes unreliable.

What's more, this phenomenon can disparately impact popula‐
tions already at risk of being the subject of harmful AI biases,
which can propagate discrimination. I would like to see broader
considerations at the data curation stage captured in the act.

Coming back to the bill itself, I encourage you to think about
producing support documents to help with its dissemination. AI is a
very fast-paced field and it's not an exaggeration to say that there
are new developments every day. As a researcher, it is important
that I educate the future generation of AI talent on what it means to
design responsible AI. In finalizing the bill, please consider plain
language documents that academics and others can use in the class‐
room or laboratory. It will go a long way.
● (1810)

[Translation]

Lastly, since the committee is working on regulating artificial in‐
telligence, I'd like to point out that the bill will have no impact if
there are no more AI ecosystems to regulate.
[English]

When I chose Canada in 2018 over the other countries that tried
to recruit me, I did so because Canada offered me the best possible
research environment in which to do my work on responsible AI,
thanks to the pan-Canadian AI strategy. Seven years into the strate‐
gy, AI funding in Canada has not kept pace. Other countries have
larger funding for students and better computing infrastructure,
both of which are needed to stay at the forefront of responsible AI
research.
[Translation]

Thank you for your work, which lays the foundation for respon‐
sible AI. I thought it was important to highlight these few areas for
improvement in the interest of artificial intelligence in Canada.

I look forward to your questions.
[English]

The Chair: Thank you very much.

To start the conversation, I'll yield the floor to MP Rempel Gar‐
ner.

You have six minutes.
[Translation]

Hon. Michelle Rempel Garner (Calgary Nose Hill, CPC):
Thank you, Mr. Chair.

Welcome to all of you.

[English]

I'll direct my questions to Dr. Papernot and Dr. Clement.

I'll scope my questions specifically on the AIDA component of
the bill.

Since this bill was last debated at this committee, there have been
several, as you said, Dr. Papernot, real-life examples of where lack
of a regulatory structure or application of current legislation has
created ambiguity and potential social harm.

I'd like to begin with the issue of Canada's intimate image distri‐
bution laws and the fact that the Canadian Bar Association and
many other legal professionals have said that Canada's existing
laws may not adequately protect women, particularly in the distri‐
bution of deepfakes and deepnudes that have been put online.

Do you believe this bill provides a timeline or provisions that
would protect Canadians in this regard?

I'll start with Dr. Clement.

Prof. Andrew Clement: Thank you for that question.

I don't believe that it offers a timeline for the concerns you raise,
but I'm reminded that there has been in the works for years now an
online harm's bill that has undergone extensive consultation, citi‐
zens' forums—

Hon. Michelle Rempel Garner: I have limited time. I'm just
looking specifically at this bill. Do you believe this bill adequately
covers that provision?

Prof. Andrew Clement: I would say not.

Hon. Michelle Rempel Garner: Thank you.

We have Dr. Papernot.

Prof. Nicolas Papernot: My comments here would be that the
bill is not clear enough when it comes to monitoring AI system out‐
puts, so this is very difficult, because we don't have very good visi‐
bility of how different users of an AI system could compose the
outputs that they each get, then leading to harmful behaviour.

Hon. Michelle Rempel Garner: That would speak to the fact
that this bill doesn't create the environment in which enforcement
provisions could be adequately utilized by law enforcement profes‐
sionals, should existing laws surrounding, let's say, intimate image
distribution be expanded to cover artificial intelligence. Is that cor‐
rect?

Prof. Nicolas Papernot: That's right.

Hon. Michelle Rempel Garner: I would then go to intellectual
property ownership.
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Since this bill was last debated at this committee, The New York
Times undertook a very significant lawsuit against OpenAI and Mi‐
crosoft for the use of their intellectual property in the creation and
training of their large language models. Do you believe that the de‐
cision regarding intellectual property ownership, or the determina‐
tion of intellectual property ownership, should be left to the courts,
or should it be addressed in a more formal legal format?

Prof. Nicolas Papernot: I don't have the right expertise to com‐
ment on that. What I will say is that it's currently impossible, tech‐
nically speaking, to trace the prediction that a model makes back to
the data that it learned that behaviour from. It would be very diffi‐
cult to trace back what the offending pieces of training data are that
the copyright claims are being made with respect to.
● (1815)

Hon. Michelle Rempel Garner: Do you believe, though, that
this speaks to the need for perhaps parliamentary oversight or leg‐
islative oversight on defining what constitutes intellectual property
in terms of input in training large language models?

Prof. Nicolas Papernot: I'm not sure.
Hon. Michelle Rempel Garner: I'll go to Dr. Clement.
Prof. Andrew Clement: As the witness mentioned in his testi‐

mony, there's insufficient focus in this bill on curation, and curation
of the training data is incredibly important. If, as he just said, you
can't trace back where something has come from, that is a big prob‐
lem in itself. The New York Times case is going to be a big one.

Hon. Michelle Rempel Garner: Do you believe there's some‐
thing this committee could do, or that the government should be do‐
ing, again to have a legislative imperative as opposed to just leav‐
ing this to interpretations by the courts, which are using laws that
did not anticipate this type of technology?

Prof. Andrew Clement: Copyright is not an area of my exper‐
tise, but I would say that updating the Copyright Act and then link‐
ing that into this bill would be a way to go.

Hon. Michelle Rempel Garner: [Inaudible—Editor] this bill to
address the challenge that Canadians are facing with regard to AI
regulation?

Prof. Andrew Clement: I'm sorry, but I missed the first part of
your question.

Hon. Michelle Rempel Garner: Would you characterize that
particular aspect as an example of how this legislation fails to ade‐
quately address or provide a proper and comprehensive regulatory
framework to address some of the challenges that Canada is facing
with regard to artificial intelligence governance?

Prof. Andrew Clement: I believe it is an area that is missing
here or needs to be developed.

Hon. Michelle Rempel Garner: Dr. Papernot and Dr. Clement,
simply put, do you believe this legislation is up to the task, is ade‐
quate, salvageable?

Dr. Clement, you had strong feelings on this.
Prof. Andrew Clement: Yes, I made clear that I don't think this

is suitable AI legislation. Whether it's salvageable depends on what
your criteria are. There are clearly many areas where it could be
improved.

Hon. Michelle Rempel Garner: Do you also believe that
Canada is at risk—because this is so inadequate—of promulgating
regulatory systems that are put in place in either the EU or the Unit‐
ed States through trade agreements like CUSMA and CETA? We
haven't really thought about our own domestic frameworks before
looking at how these provisions in these trade agreements could
force us to promulgate the data ownership or AI regulations of oth‐
er major jurisdictions.

Prof. Andrew Clement: I'll let my colleague address that.

Prof. Nicolas Papernot: In terms of the act, I don't think it's ad‐
equate in it's current form.

Hon. Michelle Rempel Garner: I have one very quick question.

The Chair: Be very quick, Madam Rempel Garner.

Hon. Michelle Rempel Garner: On effective accelerationism,
would you say yes or no?

This is the mantra that's being espoused by Marc Andreessen and
Yann LeCun that we should all leave AI to be self-regulated by in‐
dustry and leave humanity to the vices of our benevolent AI over‐
lords.

Prof. Andrew Clement: Absolutely no.

Prof. Nicolas Papernot: I think we both made it very clear that
there is need for a consultation with more stakeholders in this pro‐
cess.

Hon. Michelle Rempel Garner: I would agree.

Thank you, Chair.

The Chair: Thank you very much.

MP Gaheer, the floor is yours.

Mr. Iqwinder Gaheer (Mississauga—Malton, Lib.): Thank
you, Chair. Thank you to all the witnesses for making time for this
committee.

My first question is for Ms. Bednar.

In your opening testimony, you mentioned the term “algorithmic
collusion”.

Could you elaborate on what that is, if you think it's already hap‐
pening and how we are already seeing it?

Ms. Vass Bednar: I will do my best.

This is an area where we have complementary tools and levers
that would go alongside this legislation right through our Competi‐
tion Act. We also have provisions in the Competition Act under
false and misleading advertising, which I think could be a helpful
tool for some of the deception that people see or experience when
they are communicated with or receive the result of an algorithmi‐
cally generated decision or result.
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On algorithmic collusion, the question there is, when these sys‐
tems are speaking to each other to either determine a price or in
bidding—we see that Walmart and other companies are using in‐
creasingly algorithmic systems to negotiate with other algorithmic
systems—is this a form of digital collusion that we would say is un‐
acceptable or is this just an advancement in terms of our efficiency
or our ability to negotiate rapidly to set prices or other outcomes?

It's not my main area. It's an area of interest and curiosity. It's
something I've been researching. I'm happy to defer to other wit‐
nesses, too.
● (1820)

Mr. Iqwinder Gaheer: Does anyone else want to speak on this?
Prof. Nicolas Papernot: The example I mentioned in my open‐

ing statement of the photocopy illustrates that when you have mul‐
tiple AI systems interacting, it can eventually lead to very poor per‐
formance because they each respectively lose their ability to model
the underlying phenomena.

We are currently studying this negative interaction in our lab. It's
not going to help people who are already at risk of being harmed by
AI.

Mr. Iqwinder Gaheer: Is this already happening?

I'm a lawyer. I'm not a competition lawyer. A simple example is
when two companies sort of collude to set the price of bread, for
example. When AI does this, is there any evidence? Is there a trail
of evidence that this collusion has taken place or not?

Ms. Vass Bednar: I see that Andrew has his hand up.

Sorry, I don't know who you are directing it to because we're not
on the floor.

Prof. Andrew Clement: I was just going to respond to the idea
of algorithmic collusion.

The bigger issue, of which I think this is an example, is that we
do not know how these algorithms are being used. That's all hidden
and proprietary.

There are enormous financial market incentives for companies to
take advantage of whatever they can about their data. There might
be indirect collusion in terms of creating an environment where al‐
gorithmic amplification, reinforcement or however you want to go
becomes quite powerful, but is still very opaque.

Mr. Iqwinder Gaheer: Thank you.

My next question is for Mr. Papernot.

You mentioned in your opening testimony that there are new de‐
velopments in AI every single day and that it's an ever-changing
field.

Can you talk to the committee more about the minister's suggest‐
ed amendment on high-impact systems?

For high-impact classes, there will be a schedule. There's an ini‐
tial list of high-impact classes that will be modified through regula‐
tion to keep it flexible as the technology advances.

Do you want to speak on that a little bit?

Prof. Nicolas Papernot: I think one issue with identifying spe‐
cific systems as being high impact is we have to keep in mind that
AI systems can impact other forms of algorithmic data analysis,
and so again, the outputs that these systems make can influence
other systems downstream. That's something, I think, to keep in
mind so that we don't completely deregulate those that are not con‐
sidered as high impact.

Mr. Iqwinder Gaheer: What system would you propose? How
would you change the law as it's currently worded?

Prof. Nicolas Papernot: That's not my expertise.

Mr. Iqwinder Gaheer: This is generally open for the committee,
but we've heard a lot of comparative pieces about the EU regulation
and the regulation that we're proposing here. How does AIDA align
with what's happening in the EU?

Prof. Nicolas Papernot: I will say that the European Union leg‐
islation has a similar issue that it relies too excessively on de-iden‐
tification. As I mentioned in my statement, the fact that the privacy
legislation puts too much emphasis on modifying personal informa‐
tion puts it at odds with what the technology that is currently being
developed can do.

We're no longer in this world where we protect data by modify‐
ing it. We're protecting data by carefully analyzing it with guaran‐
tees that come from the way the data is analyzed, and so I think that
just underlies the entire.... If you look at AIDA and CPPA, both of
them rely too excessively on de-identification to be implementable
in a world where people are going to analyze data with AI, and this
is the same in other legislation, and it's the same in the European
Union.

● (1825)

Mr. Iqwinder Gaheer: Thank you.

[Translation]

The Chair: Thank you very much, Mr. Gaheer.

Mr. Garon, you have the floor.

Mr. Jean-Denis Garon (Mirabel, BQ): Thank you, Mr. Chair.

I'd like to thank the witnesses for being here.

Professor Papernot, you talked about the fact that nothing in the
bill currently guarantees that anonymity will be preserved. You also
talked about de‑identification or anonymization of data, for exam‐
ple. It seems to me that these methods existed before the advent of
artificial intelligence, and that economists and statisticians have
used them. You put noise in the data, you obtain a regression, and it
produces the same result.
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As you said, the algorithms are now able to handle the data in
such a way that anonymity is no longer guaranteed. However,
Part 1 of the bill is very specific about what we consider to be
methods that guarantee anonymity. It seems to me that technology
is changing very rapidly. Shouldn't there be broader regulations in
order to move the framework of what we consider to be technolo‐
gies that guarantee anonymity at a faster pace than the legislative
pace?

Prof. Nicolas Papernot: I think the main problem is that the leg‐
islation only talks about anonymizing or de‑identification of data,
which are not the only ways to protect personal information. In
fact, a number of other techniques can be used that will provide
better guarantees, that will better protect individuals and that will
make it possible to have more useful analyses for society. So—

Mr. Jean-Denis Garon: Let me interrupt you, Professor Paper‐
not.

The problem I raised is that the bill lists methods that can sup‐
posedly guarantee anonymity. You mentioned others that could be
included in the bill. If we were to talk again in five years, do you
think you could tell us about new methods, methods that don't exist
today?

Prof. Nicolas Papernot: I'm not recommending any other meth‐
ods that will make it possible to obtain anonymity. Instead, I'm
proposing other ways of protecting personal information that don't
require arriving at an anonymized dataset.

In fact, the reasoning is wrong: It's impossible to anonymize da‐
ta, since it can always be reidentified, which has been scientifically
proven. The problem is that we cannot model what is already
known about the individuals we are trying to protect. I gave the ex‐
ample of transportation data; people already had information on
their colleagues and knew which times of the week they had taken
the bus. That's what they were using to de‑anonymize the data.

Mr. Jean-Denis Garon: I understand.
Prof. Nicolas Papernot: What I'm asking is that we look at all

the other approaches that don't need to change the data, but rather
try to change the analysis of the data. We can continue to use the
data, but analyze it differently.

Mr. Jean-Denis Garon: In your opinion, that's not in the bill as
it stands.

Prof. Nicolas Papernot: This isn't in the current bill at all. The
most advanced techniques being researched today are not compati‐
ble with a bill—

Mr. Jean-Denis Garon: Since my time is running out, I'd like to
ask you a question. Would you be prepared to submit to the com‐
mittee an explanatory note on your suggestions in this regard?

Prof. Nicolas Papernot: Yes, of course. I have a written exam‐
ple of what I mean, which I can share with the committee.

Mr. Jean-Denis Garon: Thank you.

I would now like to come back to something that may seem in‐
nocuous. My colleague Ms. Rempel Garner asked you some ques‐
tions and talked about copyright when our faces are used.

I understand that you may not have the necessary expertise, but
you said that it wasn't always possible, based on the results of the

model, to identify the faces used. Nevertheless, there are still prob‐
lems related to the fact that you don't know what is being done with
your face.

I'm asking you a very naive question. If a child is born tomorrow
morning—so the child has never been identified on the Internet—
would you suggest that I put the child's face on the Internet, given
the current regulations?

● (1830)

Prof. Nicolas Papernot: No.

Mr. Jean-Denis Garon: Thank you very much. That sends a
clear message about the confidence an expert like you may have in
the current regulations. There are even people who say that this bill
is inadequate and that we should tear it up and rewrite it.

Canadian regulations already exist. Indeed, other legislation di‐
rectly or indirectly regulates artificial intelligence and data protec‐
tion. Do you think that, if Bill C‑27 were amended to reflect the ad‐
vances, there would be a way to improve what we already have, or
is it a waste of time?

Prof. Nicolas Papernot: The bill can be improved, of course.

I'll go back to what I was saying earlier. We have to take into ac‐
count the new technologies that have been developed over the past
10 or 15 years and that allow us to think about the protection of
personal information and the way we analyze that data. That is
what will make it possible to innovate and continue to develop new
algorithms and new artificial intelligence systems while protecting
the individuals whose data is used to create those systems.

You have to change the part of the act that requires you to change
the data to get that protection. It is that reasoning that is not valid.

Mr. Jean-Denis Garon: We need to look at data analytics.

Prof. Nicolas Papernot: That's correct.

Mr. Jean-Denis Garon: Thank you very much.

The Chair: Thank you, Professor Papernot and Mr. Garon.

Mr. Masse, you have the floor.

[English]

Mr. Brian Masse (Windsor West, NDP): Thank you, Mr. Chair.

I'll start with our online guests first to get them involved in the
conversation, Mr. Clement first and then Ms. Bednar.



January 31, 2024 INDU-107 9

Mr. Clement, you mentioned the number of meetings, 223 meet‐
ings, being with the business sector. One of the things brought up
that I think is an interesting question was by Mr. Gaheer, and it was
on the algorithms. I'm wondering, with only focusing consultations
with the companies.... We've seen at this committee in the past,
whether it be gas pricing, where there's vertical integration in the
industry, where there's no real competition because refining is all
done by a select group of corporations. In fact, you have some
brand name gas that has basically moved from market to market.
We've seen as well, too, specifically bread price fixing. We've also
had the Competition Bureau in on that. We've even seen the CEOs
admit to us they didn't even have to collude to get rid of hero pay
for grocery store retailer staff. They got rid of it all on the same
day. Miraculously they came to the same conclusion.

The question I have specifically is: Is there a potential, I guess
through the private sector, to create algorithms that actually also re‐
duce further competition? You don't even have to have collusion if
you have a lack of competition, which we have in many markets in
Canada.

I'll start with Mr. Clement on the concerns about more algorithms
being used to define the Canadian marketplace against consumers.

Prof. Andrew Clement: Let's start with the big ones, particular‐
ly in the context of AI. There are only three or four companies at
this point that have the financial and technical means to develop
large language models, so you've already started off with a very
highly concentrated market before you go much further. There
might be competition amongst some of the adaptations of that, but
that is the way the industry is going generally.

Of course it's very complicated. There are lots of things going
on, but we're certainly in a position where the few large actors—
think of Amazon—just have so much market power that they can
shape markets to their interest.

I hope that answers your question.
Mr. Brian Masse: It does. It's something that I touched on

through some correspondence and reading and that I don't think has
gotten a lot of attention.

I'll go to Ms. Bednar with regard to the AI commissioner.

I'll give the minister credit. There have been some changes to the
Competition Bureau. There has been some increased funding over
the previous government by this government. There were some
modest changes, but we still have a long way to go, in my opinion,
to protect consumers.

On the AI commissioner, I'm wondering how we keep the AI
commissioner in the game as artificial intelligence expands its hori‐
zons and, on top of that, for them to have the right tools and the
right enforcement powers. That's what I'm really worried about,
that we will have a commissioner who doesn't have the strength and
doesn't have the budget to deal with some of the complications we
get.
● (1835)

Ms. Vass Bednar: I share that concern that they may not be em‐
powered enough or have the tools they need and that we want them
to have.

I also want to say that a lot of the dangers we're talking about are
exacerbated during these periods of regulatory lag where, during
these periods, new business techniques that the laws are ambiguous
on become the new normal. With algorithms negotiating with sup‐
pliers or setting prices, as this becomes a new normal, it's going to
be harder for the state to have legitimacy to, say, renegotiate or to
finally identify this behaviour as something that can be a concern.

I think there's a natural tension to have the AI work happening
within ISED, and as we see some of this tension play out similarly
on the competition side, Canadians would benefit from this individ‐
ual having a stronger, more independent mandate, as well as a more
independent voice.

Those are some quick thoughts. I know that others have made
more substantive suggestions to this committee in that regard.

Mr. Brian Masse: That's very helpful. I appreciate it.

I'm going to move to Mr. Papernot with regard to having new en‐
forcement in the private sector.

You mentioned how the funding for AI research has not kept
pace. In a part of this bill, should we have a consideration almost
like proceeds of crime, where conduct that results in that maybe
goes to fund research for AI, specifically to address the problems
we might face?

As you know, there are a lot of good things. We're focusing on
the negative right now, but at the same time, I'm wondering how we
keep up on the private sector. If there are problems, how do we
fund solving those problems without it just going back onto the
public?

Prof. Nicolas Papernot: It's a bit out of my expertise, and I don't
want to do you a disservice by trying to figure out where the funds
should come from. What I will say is that we do need a lot more
funding if we want to sustain the AI talent pipeline that will be
needed to enforce this, even if you just think about public employ‐
ees who will need the right expertise to evaluate the claims that are
being made about these AI systems. Right now, we are not going to
be producing enough AI talent in Canada if the universities don't
have more funding to support that work.

Mr. Brian Masse: I'm probably out of time, but really quickly, if
there is that support from the Canadian public to actually fund that
AI research and so forth, would that put a better sense of responsi‐
bility on AI companies to perform properly as to the conduct of the
public if that training and that support are provided to give them the
workforce that's necessary? Perhaps that would give us a bit of a
carrot-and-stick approach to ethical AI.



10 INDU-107 January 31, 2024

Prof. Nicolas Papernot: Yes. I think that the more clarity this
bill brings, the more it's likely that it will support the AI systems
and the AI ecosystem in Canada.

I know that we have lots of private sector sponsors at the Vector
Institute. One of the things they've mentioned to us is that they
want more clarity, because they're often smaller structures. They
see a lot of penalties being described in the bill, but they want to be
able to continue innovating in Canada and not be attracted to other
countries that have that clarity in terms of how to manage that risk
in the longer term.

Mr. Brian Masse: Thank you.

Thank you, Mr. Chair.
The Chair: Thank you, MP Masse.

Before we start the second round, colleagues, I have to get to the
House to support and speak to a bill. As such, I would ask unani‐
mous consent to designate Brian Masse as our acting chair for the
remainder of the meeting, if you don't mind.

Some hon. members: Agreed.

The Chair: I see that I have unanimous consent. I leave you in
the capable hands of MP Masse.

I'll yield the floor to Mr. Williams for five minutes.
Mr. Ryan Williams (Bay of Quinte, CPC): Thank you, Mr.

Chair.

Thank you to our witnesses.

Ms. Bednar, it's nice to see you again. Thank you for coming to
the committee.

I want to talk about two things with you, expanding on competi‐
tion. One is that there were amendments—and I don't know if
you've seen them—from the minister that expanded the scope of
the bill. One of them was to add general-purpose definitions for AI
in the act. What I'm really looking at is whether this is making this
uncompetitive.

My second question is that we had a witness at a previous meet‐
ing, Todd Bailey, who told the committee that there's a deliberate
tactic by entrenched businesses to create regulatory capture, lock‐
ing in a regulatory module around their business and products and
keeping out new competitors.

Can you comment on both of those items as they relate to com‐
petition?
● (1840)

Ms. Vass Bednar: In terms of our being uncompetitive if we
move forward with this legislation, there's a moment of competition
in terms of policy design here. I think that, in the future, we should
expect to see more policy harmonization or diffusion in the privacy
space. What we're seeing now is kind of this global federalist con‐
text where different jurisdictions, for a variety of reasons and in
their various geopolitical contexts, as MP Rempel was pointing to,
are putting forward very particular frameworks. In Canada, our fed‐
eralism is typically a strength for our policy design. The worst thing
we could do now is treat public policy as if we still carve it in

stone. This is going to be a living document that we should be look‐
ing at, updating and upgrading, especially as this technology con‐
tinues to improve.

I'll go back to the consent element that we were just touching on.
I mean, when the largest firms are saying that they're entitled to
anything on the public web to inform their models and their busi‐
ness decisions, how can any firm compete with that kind of policy?

Finally, let's not treat privacy as if it's under-regulated or unregu‐
lated in our digital economy. The digital economy is highly regulat‐
ed, mostly by private actors.

The regulatory capture element is always a concern in policy de‐
sign if we're overlistening to certain actors, of course. However, as
real as the problem of regulatory capture can be, I like to believe in
my heart of hearts that all actors coming forward with ideas and
concerns are doing so in the best possible spirit.

I hope that's helpful for you.

Mr. Ryan Williams: Thank you, Ms. Bednar.

Mr. Chair, I'm going to cede the rest of my time to Mr. Généreux.

[Translation]

Mr. Bernard Généreux (Montmagny—L'Islet—Kamouras‐
ka—Rivière-du-Loup, CPC): Thank you to my colleague and to
the witnesses.

Professor Clement and Professor Papernot, you may not have
followed all the testimony since the beginning of this study, but a
number of people have talked about consultations.

Professor Clement, you said that the minister had conducted
about 300 consultations, but only with businesses. A number of
people have told us that this bill was not well written, particularly
because there had been no prior broader consultation. Can you con‐
firm that I understood correctly what you said about that?

[English]

Prof. Andrew Clement: Yes.

[Translation]

Mr. Bernard Généreux: Professor Papernot, do you share that
opinion?

Prof. Nicolas Papernot: Consultations will need to continue
once the act is in force to understand the challenges of implement‐
ing it in line with technologies and their evolution over time.

Mr. Bernard Généreux: Yes, I understand.

The other point that has been raised a number of times is that the
act has two complementary and completely separate components:
artificial intelligence, and everything to do with privacy. So there
are links to be made between the two.
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On the other hand, as you mentioned, we have to adapt to new
AI technologies, which are evolving rapidly, as well as to the regu‐
lations put in place in Europe, the United States and around the
world.

Most of the experts who have come to testify, as you have, since
the study of this bill began, have told us that there should have been
consultations much earlier and that, in light of those consultations,
those two elements would probably not have been combined in the
same bill.

Today, however, we're studying a bill that contains two elements
that most people feel should be separated. Do you also believe that
they should be separated, that AI is an extremely important element
that should be dealt with independently, and that there should be
much broader consultations than what has been done so far?

Prof. Nicolas Papernot: I agree that AI is one way to analyze
data, but there are many other ways to do it. So we need regulations
on privacy, just as we do for AI. For the latter, the part of Bill C‑27
that deals with it talks a lot about privacy, but there are a lot of oth‐
er ways to—
● (1845)

Mr. Bernard Généreux: That's the most important thing.
Prof. Nicolas Papernot: Of course.
Mr. Bernard Généreux: I understand.

[English]
The Acting Chair (Mr. Brian Masse (Windsor West, NDP)):

Thank you, Mr. Généreux.

Do you want a quick answer?
Mr. Bernard Généreux: Yes, I'd like to hear from Mr. Clement.
Prof. Andrew Clement: Yes, I've said that consultation is sadly

in short supply around AIDA, and a lot of the problems that I think
we see in AIDA would have been addressed if people had been able
to, from a variety of perspectives, come in and present them.

What do you do now? Separating it, I think, would help. Whether
it can be amended, I don't know. That's not for me, but, at this
point, I think that, if it does get passed, we should build into it a
review process so that, in an ongoing way, we can provide a broad-
based updating of it, as others have said.

The Acting Chair (Mr. Brian Masse): Thank you very much.

We're now moving to Ms. Lapointe for five minutes.
[Translation]

Ms. Viviane Lapointe (Sudbury, Lib.): Thank you, Mr. Chair.

I want to congratulate Mr. Garon on passing his bill earlier this
afternoon in the House.
[English]

My question is for Mr. Papernot.

On Monday, we heard from Gillian Hadfield, who's the chair of
the Schwartz Reisman Institute. In her testimony here at committee,
she said that the legislation concerned does a lot to address individ‐
ual harms, but she also suggested that the legislation doesn't ade‐

quately address harms or risk on a systemic level, for example,
trading on our financial markets.

The question I would have for you is: How does the introduction
of AI into these systems impact our ability to control and to also
ensure reliability of our financial markets or protect against an‐
titrust behaviour and maintain trust in our judicial systems?

Prof. Nicolas Papernot: I don't have expertise in the financial
markets. What I'll tell you is in terms of the transparency that AI
systems lack. It's very difficult to understand how AI systems arrive
at specific predictions from the data that they train from. It would
be very difficult to understand how they have extracted patterns in
historical financial data, for instance, to make the predictions that
they make on the current market. That's probably the main prob‐
lem.

The additional issue that I see is that you're going to have to pro‐
vide some understanding to humans as to how these AI systems
make their predictions. Again, there's a very difficult open problem
to solve before we arrive at technology that is capable of doing that,
and we risk seeing something that is similar to how we have green‐
washing. We can have similar issues in AI systems, where the way
that their predictions are justified can be disconnected from the way
that the predictions are made by the AI systems, so that can lead to
misleading claims about them not being biased and so on.

I would think that those two aspects are relevant to the financial
markets in particular.

Ms. Viviane Lapointe: Can you offer the committee your expert
opinion on legislating these systemic harms in a manner that can
keep up with the technology? Should the onus be on technology de‐
sign and developers?

Prof. Nicolas Papernot: I think what's important is to have a
conversation. I think one example that comes to mind is the
aerospace industry, where there's a really thorough process for sur‐
facing errors that are being encountered in deployment. This is
what we're missing in the AI industry, having a very clear protocol
as to how we should surface bugs in the algorithms as they occur so
that we can then figure out the solutions as engineers but also im‐
plement the right legislation to support these solutions.

That's something I would leave to you to see how we could draw
inspiration from these regulated sectors like the aerospace industry.

● (1850)

The Acting Chair (Mr. Brian Masse): I see Mr. Clement has
his hand up. Could we get him in on it?

I'll give you a minute of my time coming up.
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Prof. Andrew Clement: This is a really crucial issue. We've
heard that AI systems are unpredictable in their behaviour, and also
that we can't understand, or we can't explain, how they've come up
with those, so those are two big problems.

In addition to having conversations and being open about this,
we need to apply a sort of precautionary and accountability princi‐
ple, so that organizations that put them into play are accountable
and have to take prior steps before they start experimenting on us.

The aerospace industry has these well worked out systems, be‐
cause when a plane comes down, everybody knows about it, and
that's dreadful. When an AI system, and it doesn't have to be an AI
system, but when a complicated digital network system goes
wrong, the problems are distributed, and it's very difficult to ana‐
lyze them. It's in a worse situation, I think, than aerospace.

Ms. Viviane Lapointe: Thank you.

Mr. Papernot, we've already seen many privacy breaches with
online systems. What should we know about the escalation of these
types of breaches, based on your extensive work in privacy, securi‐
ty, and machine learning?

Prof. Nicolas Papernot: What do you mean by the escalation?
Ms. Viviane Lapointe: The escalation of the types of breaches

we're seeing.
Prof. Nicolas Papernot: I see.

Again, it goes back to my point about the issue of putting the em‐
phasis on the specific pieces of data that are being leaked versus
how that data is analyzed. As more and more data leaks are happen‐
ing, this means that malicious individuals have access to more and
more information about individuals. They can then go and find a
line through these data leaks.

It makes it easier for them to go and reidentify people from data
that has been protected through de-identification. Whereas, if in‐
stead we focus on the algorithms that are being used to analyze this
data, we can ensure that the output of the analysis is not going to
leak additional information about the individuals. That is how we
will control how much information is available about individuals to
malicious entities. It's really about changing the focus from trying
to modify the data itself to how we analyze the data.

The Acting Chair (Mr. Brian Masse): Thank you.

I'm sorry, but you're out of time. I gave you some of my time, as
well.

Mr. Garon has been very patient. It's also an especially exciting
day for him.

Congratulations on your bill passing in the chamber. It was no
small feat.
[Translation]

Mr. Jean-Denis Garon: Thank you, Mr. Chair.

I'm going to turn to you, Professor Bednar. In the 19th and
20th centuries, industries extolled the virtues of a free market with
no regulation. This has led to huge fortunes, huge monopolies, as
well as abuses against consumers.

All of this has led to historic regulations. One is the antitrust
laws that we know today and the big consumer protection laws.
However, with the artificial intelligence industry advancing at an
exponential rate, I get the impression that we need a framework for
the market to work.

I will quote you in English, a language I rarely use. You said ear‐
lier, “Smart regulation clarifies markets”.

In French, we would say that smart regulations make markets
work better. As we know, that is the basis of economics, in a way.

Do you think that, in this context, the best solution is for this in‐
dustry and the market to regulate themselves? In your opinion, are
we at a stage in the development of artificial intelligence where
regulation, viewed from a historical perspective, is as important as
antitrust legislation may have been at one time?

[English]

Ms. Vass Bednar: No, I'm not in favour of prolonged self-regu‐
lation. Much of the regulatory lack that we've seen is a product of
the late 1990s U.S. approach which was famously referred to as
permissionless innovation. We took a step back, and I think Canada
had a little bit of an echo there.

I understand that firms often have their own kinds of policy prac‐
tices in place, but now it's time for Canada to formalize just where
that bar is set, and continue to learn from both the private sector,
large businesses, small businesses, and, of course, a range of actors
from civil society and—

● (1855)

[Translation]

Mr. Jean-Denis Garon: Professor Bednar, I have to interrupt
you, because time is very limited. That said, the chair is very gener‐
ous.

Do you think that, in its current form, Bill C‑27 is too permissive
when it comes to self‑regulation? Should we rely instead on gov‐
ernment regulations, for example?

[English]

Ms. Vass Bednar: I think that by virtue of being a massive piece
of legislation, it prevents pure self-regulation through firms. It asks
firms to comply in particular ways that cost them and have some
cost associated with these new norms.

I don't think it puts forward or enshrines pure self-regulation
when it comes to privacy and the use of data.

The Acting Chair (Mr. Brian Masse): Thank you very much.

We'll move now to Mr. Généreux.
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You have the remaining committee time here, which is about
three and a half minutes.

[Translation]
Mr. Bernard Généreux: Thank you, Mr. Chair.

Mr. Papernot, a number of witnesses have told us that they
weren't consulted before the bill was introduced, even though the
minister boasted about consulting 300 organizations. That's what
we heard from one woman—I've forgotten her name, unfortunate‐
ly—who represented a women's rights advocacy organization.

Earlier, my colleague, Michelle Rempel Garner, was talking
about deepfakes, image manipulation. I'm choosing my words care‐
fully here. As we all know, Taylor Swift was victimized a few days
ago. Her image was used. Does this bill actually protect women?

Prof. Nicolas Papernot: I would suggest you talk to the popula‐
tions affected by biases that will be exacerbated by AI systems, be‐
cause I don't think I'm in a position to comment on the risks.

Mr. Bernard Généreux: Mr. Clement, what are your thoughts
on the issue?

[English]
Prof. Andrew Clement: I'd repeat that you would have to talk to

the people who are affected.

I believe it was a person from LEAF who made that earlier re‐
mark. However, I don't see personally that this bill would provide
it. It hasn't been something we would have thought of or anticipat‐
ed—having that particular way for groups who are affected to reg‐
ister their concerns.

[Translation]
Mr. Bernard Généreux: Thank you.

I'll give the rest of my time to Mr. Vis.

[English]
The Acting Chair (Mr. Brian Masse): You have another 45

seconds. You're good.
Mr. Brad Vis (Mission—Matsqui—Fraser Canyon, CPC):

Very quickly, Mr. Papernot, the bill does not prohibit the govern‐
ment to ban an AI system that may cause harm. The bill contains
monetary penalties.

Do you think we need to consider putting in a power for either
the commissioner or the minister to ban certain AI systems when
they are proven to be detrimental either to Canadian society or indi‐
viduals?

Prof. Nicolas Papernot: I think it's more important to think
about how we can support responsible AI than to focus too much
on the penalties, because there are socially beneficial applications
of AI. Openness in science has led to a lot of improvements in AI
and how responsible it is.

I would focus on that aspect in particular.
The Acting Chair (Mr. Brian Masse): Thank you very much.

With that, committee members, we wrap up our first session.

I want to thank the online witnesses as well as our witness here
for participating.

We will briefly suspend and get set up for the next hour.

Thank you.

● (1900)
_____________________(Pause)_____________________

● (1905)

The Acting Chair (Mr. Brian Masse): Colleagues, we're going
to get started. We have until eight o'clock.

Pursuant to the motion adopted November 7, the committee is re‐
suming consideration of the study of recent investigation and re‐
ports on Sustainable Development Technology Canada.

I'd like to welcome our witness today, Ms. Lawrence, former
president and chief executive officer of Sustainable Development
Technology Canada.

Ms. Lawrence, as you know, you have five minutes for an open‐
ing statement. Please begin, and thank you again for coming to the
committee here today.

Ms. Leah Lawrence (Former President and Chief Executive
Officer, Sustainable Development Technology Canada, As an
Individual): Thank you, Mr. Chair, and good afternoon, hon‐
ourable members. I guess it's good evening.

As said, my name is Leah Lawrence and I'm the former president
and CEO of Sustainable Development Technology Canada. I served
there from 2015 to 2023.

When I started at SDTC, it was on the brink of shutdown, but I
was able to put in place a team that transformed the organization.
We took it from being consistently 20% over budget to under bud‐
get. We were formally commended by the Auditor General of
Canada and the Treasury Board Secretariat for our increased flexi‐
bility, our diverse funding streams and overhead costs that were
half of those of comparable federal programs. Given this, ISED in‐
creased SDTC's funding during my tenure by over 200%.

Over the last year, I spent a lot of time responding to various in‐
quiries as a result of the actions of a whistle-blower. This, and the
resulting media attention, took a big toll on me and the organiza‐
tion. I felt that my leadership had become a distraction that would
prevent SDTC, an organization that I had dedicated myself to for
over eight years, from fulfilling its mandate, so, despite having the
continued confidence of SDTC's board of directors, I resigned. I
note that in resigning I received no severance, and because SDTC's
employees are not civil servants, no government pension.
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I decided to resign two days after appearing before the House of
Commons ethics committee after I listened in disbelief to ISED
CFO Doug McConnachie testifying on the same panel. He told the
committee he had spent 30 hours talking to SDTC's whistle-blower,
speculating as evidenced by recordings obtained by media on the
outcomes of the various investigations under way while they were
still ongoing, including saying that these investigations “could have
been done in a way that exonerated the board and scapegoated
Leah”.

As the ISED overseer of the investigation, Mr. McConnachie's
actions were unethical and compromised the investigation. Despite
his actions, the investigation still found no wrongdoing or miscon‐
duct and made several administrative recommendations that the
team and I were implementing when I decided to resign. However,
I am here today to talk primarily about governance and conflict of
interest.

The SDTC Act and the Government of Canada set the public
policy framework. The board of directors sets the governance
framework. In the case of SDTC, half of the board is appointed by
the Government of Canada. Also, an assistant deputy minister from
ISED attends all board meetings and is privy to all materials. That
includes all funding recommendations and all discussions of con‐
flict of interest.

The CEO's and the management's job is to take that policy direc‐
tion from the government and the governance direction from the
board and turn it into operating practices for the organization. I note
the board also approves all project funding.

From 2015 to 2019, I did a lot of work on governance reform
with the previous chair and the chair of governance, Jim Balsillie
and Gary Lunn.

A key change—to harmonize the conflict of interest rules for our
two categories of board members, including limiting and eliminat‐
ing direct conflicts and implanting cooling-off periods—was
blocked when a non-government appointee got a ruling from the
Ethics Commissioner that they did not need to follow the same
governance standards as government appointees. This made it im‐
possible for management to hold all board members to the same
rules.

Early in 2019, it became very apparent to me that the govern‐
ment wanted to replace the chair of the board. In May or June of
2019, I was informed by ISED's official representative, ADM Andy
Noseworthy, that Ms. Annette Verschuren was going to be appoint‐
ed to replace Mr. Balsillie.

I expressed concern SDTC was funding a project for her compa‐
ny. I expressed concern there was a potential for both conflict of in‐
terest and the perception of conflict of interest. I expressed concern
that both Ms. Verschuren and SDTC could potentially be damaged
by the appointment.
● (1910)

In the days that followed, our government relations lead contact‐
ed the minister's staff to reiterate our concerns about Ms. Ver‐
schuren's appointment, noting that no previous chair had direct or
perceived conflicts of interest and that, further, it was previously a

condition of the chair's appointment to be conflict-free. ADM
Noseworthy subsequently told me that in the absence of a written
policy explicitly prohibiting a beneficiary of funds from becoming
chair, the appointment would go ahead.

I fear that my ongoing efforts to continue to strengthen the gov‐
ernance regime at the board level were largely stymied from this
point on. Henceforth, it became largely an exercise in managed
conflict, rather than precluding or eliminating conflict.

I continued to work on governance reform with legal advisers,
and was pleased when the board finally adopted a policy of post-
directorship cooling-off periods and hired a board ethics adviser.
These are good developments; however, they are not enough. An‐
other important reform remains outstanding: that any appointee to
the board be free of conflicts of interest.

My second recommendation is that the Treasury Board Secretari‐
at convene a group of chairs and CEOs from the many independent
agencies that provide funds on behalf of the government and ask
them what supports they need to discharge their mandates from a
governance and public accountability point of view.

In closing, independent government-funded organizations like
SDTC play an important role. They have access to people and re‐
sources that the government does not, and can deliver on outcomes
that complement and support government policy.

The action plan that ISED has required of SDTC, which they
have implemented, does not address the matters of governance and
conflict of interest that I have raised here today and that I advocated
for throughout my time at SDTC.

I thank you for your time today, and I am happy to take your
questions.

The Acting Chair (Mr. Brian Masse): Thank you, Ms.
Lawrence.

Mr. Perkins, you have six minutes.

Mr. Rick Perkins (South Shore—St. Margarets, CPC): Thank
you, Mr. Chair.

Thank you, Ms. Lawrence, for being here. We appreciate it. It's
probably been a very challenging time for you. I appreciate your
willingness to come here and speak of it.

You mentioned in your opening statement the period of time
when there was a change in the chair. Maybe I could start there.

You were originally hired by the newly appointed chair at the
time, Jim Balsillie, to clean up some of the governance practices
and management practices at the place. In 2017 or so, these internal
reports were done by the Treasury Board and the Auditor General. I
think you said they gave SDTC a clean bill of health on all of these
things that you had fixed. Is that correct?
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● (1915)

Ms. Leah Lawrence: That is correct. The Auditor General's re‐
port was in 2017, and I believe just after that, the Treasury Board
Secretariat report was completed.

Mr. Rick Perkins: It would seem to me that with all of that go‐
ing on, shortly thereafter would be an odd time to change the chair,
unless the chair requested that. In the time when that was going
on....

Mr. Balsillie is not a shy guy. He speaks publicly on a lot of is‐
sues and has for a long time, as one of the co-founders of one of
Canada's most iconic companies.

Did the minister's office or anyone at the political level ever con‐
tact you and express concern about what he was saying publicly
while chair of SDTC?

Ms. Leah Lawrence: In particular, in the time period of 2018
and into early 2019, there were several moments when it was raised
with me or with my team that there were concerns about public
statements Mr. Balsillie was making as an individual. At the time,
there was a consultation under way on data and digital legislation.
Of course, this is an area he's an expert in. He would make critiques
about legislation and provide input in his role as an individual. Of‐
ten, in the aftermath of those statements, we would get calls asking
why he was making statements—

Mr. Rick Perkins: Who would you get those calls from?
Ms. Leah Lawrence: On one occurrence, it was the associate

deputy minister, when I was in a meeting on another thing. I was
asked if he should continue as chair and if it was a thing to contin‐
ue. The second instance was at the working level, when mid-level
people called our government relations team.

Mr. Rick Perkins: Did that ever get communicated to you as a
reason why there would be a change in the chair?

Ms. Leah Lawrence: It was clear that there was evident discom‐
fort and that they were actively looking for another chair. Although
I was not privy to the conversations with Mr. Balsillie in the minis‐
ter's office, it's my understanding that he wanted to continue, and he
communicated that to them. Around May 2019 and June 2019, I
was informed that there were two candidates they'd like me to talk
to as potential candidates for the board chair. One of them was Ms.
Verschuren.

Mr. Rick Perkins: Who informed you of that?
Ms. Leah Lawrence: Minister Bains actually asked me to speak

to those two potential candidates, and I did.

When I spoke to Ms. Verschuren, I asked her to speak to the
Ethics Commissioner. This was well in advance of her appoint‐
ment. I indicated that I thought it was important that she talk to
them about her direct conflicts. At the time, SDTC had a contract
with her company. This was well known. It was public information.
It's posted both on SDTC's website and, of course, on Ms. Ver‐
schuren's company's website.

Mr. Rick Perkins: According to your opening statement, after
that—I'm assuming it was after, based on what you just said—Min‐
ister Bains suggested that she would be a good replacement. How
many days did it take between when that happened, you did the re‐
view, and Mr. Balsillie was switched to Ms. Verschuren?

Ms. Leah Lawrence: It was probably about two or three weeks
later when I had a call from ADM Noseworthy telling me that Ms.
Verschuren would be the new chair. When I raised the concerns
again, he told me that without a policy it would continue, and it
happened.

I think it was on June 19 that she was appointed. I actually was
the one who called Mr. Balsillie to tell him that he was no longer
chair. She was chairing a meeting three days later.

Mr. Rick Perkins: Is this where this idea of “managed conflict”
comes from, that somehow you could manage the conflict that the
government was aware of when they appointed her?

Ms. Leah Lawrence: Well, I have to say that the management
team has to put in place policies and procedures that are required
when they are following the direction of the board and/or the gov‐
ernment when they have an appointee who has a direct conflict.
Yes, now we're in a position of direct conflict where you have to
have a disclosure, which we did have before, but it did not have a
chair's name on it with a direct conflict. Then you have to make
sure that you are following the procedures very closely.

Mr. Rick Perkins: I'm not understanding whether you had a pol‐
icy or not. It seemed to be the issue that you didn't have a policy on
conflict, so it was okay to have conflicts. The SDTC act itself in
subsection 16(2) states that no member shall profit or gain any in‐
come from the foundation or its activities.

Clearly the associate deputy, the deputy and Minister Bains, in
making that appointment, must have been aware of that. If they
weren't aware of that, then they must have been aware of section 4
of the public office holder act which says that in the exercise of
their duty no public office holder shall further their private interests
or those of their family and friends. They must have been aware of
that, regardless of whether or not you had a corporate governance
policy on it. They were breaking those acts by doing this.

● (1920)

Ms. Leah Lawrence: I was never asked about any of those
things. I do not know if they reviewed those before making the ap‐
pointment.

The Acting Chair (Mr. Brian Masse): You have about another
30 seconds.

Mr. Rick Perkins: Can you explain to me again, and for every‐
body who's watching, what managed conflict means?

I've served on a number of boards. You don't go on a board, first
of all, if you have a conflict and you're doing business with that or‐
ganization. That's just normal corporate and individual ethics. You
don't do that. Also, if you are on a board and a conflict comes, then
you probably choose to leave that board if that conflict isn't more
important to your business interest than being on the board. You
make a choice.
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In this case, it doesn't seem like managed conflict means that. It
means that you can have your cake and eat it too, it seems.

Ms. Leah Lawrence: While I can't speak for the board mem‐
bers, I can tell you what the process is.

They have to declare their conflicts. Conflicts are talked about at
the beginning of every meeting. When a conflict has been declared
they do not receive the materials related to that conflict. They have
to leave the meeting, as part of the conflict of interest policy, when
anything related to their declared conflict is discussed. That's how it
had to be managed once people had conflicts declared.

The Acting Chair (Mr. Brian Masse): Thank you, Mr. Perkins.

Now we need to move to Mr. Van Bynen, who has been patiently
waiting online since the start of the meeting.

Mr. Van Bynen, you have six minutes.
Mr. Tony Van Bynen (Newmarket—Aurora, Lib.): Thank you

very much, Mr. Chair.

I'd like to begin by acknowledging the ongoing work and the in‐
vestigations from the Office of the Auditor General and the Ethics
Commissioner, in addition to the law firm that's looking into the
HR concerns.

You also appeared before the ethics committee on November 8.

My question is this: Why did you request to be reinvited to this
committee when there's so much ongoing work to get to the bottom
of these issues raised by the whistle-blowers and SDTC?

Ms. Leah Lawrence: First of all, I will say that I did speak to
the Auditor General this week. I am participating in all of those
processes, even though I'm an individual and no longer employed
by SDTC.

I requested to come here because I thought it needed to be known
that SDTC's team and I did try to raise the concern that a chair ap‐
pointed with a direct conflict would cause potential damage to both
SDTC and Ms. Verschuren.

Mr. Tony Van Bynen: You've had the concern. You've refer‐
enced the concern a number of times. A few times I've heard the
phrase that these were “known” conflicts. Can you tell me what you
did with these known concerns? Were they documented? Were they
highlighted? Is there evidence of those discussions within the
records of the corporation that we can use to verify those things?

Ms. Leah Lawrence: I was giving the advice that I thought
would be taken and that would be common sense, which would be
that a person with a direct conflict would potentially damage the or‐
ganization of SDTC if they became chair.

Mr. Tony Van Bynen: If I may—
Ms. Leah Lawrence: My advice is not in writing, but I do be‐

lieve there were conversations at the ministerial level. There may
be things in writing between my team and the minister's office staff.
You'd have to ask SDTC if there are those kinds of exchanges.

Mr. Tony Van Bynen: So there could be documentation that
could be made available as part of resolving the issue. That's good
to know. If you could give us some indication as to where those
documents might be found in order to assist in the review, that
would certainly be appreciated as well.

When reflecting on what came to light from the fact-finding mis‐
sion, what did you learn? What things would you have done differ‐
ently, in hindsight?

Ms. Leah Lawrence: I think the fact-finding mission had some
recommendations related to administration and governance. That's
another reason that I came here today, to speak to some of those. In
my view, as I said in my opening statement, the ISED implementa‐
tion plan actually does not cover some of the governance issues that
need to be addressed.

With respect to the administrative issues and their implementa‐
tion, I was involved in launching those before my resignation. It's
my understanding that SDTC has filed the conclusion of that imple‐
mentation with ISED and they're waiting for feedback on those.

Mr. Tony Van Bynen: Okay.

I'd like to go back to Mr. Perkins' comments, that if it's not writ‐
ten in your charter or your operating documents that things
shouldn't happen, these things can happen. When does it become an
evaluation of things being unethical as opposed to looking for a
document that says it's okay, when you know from the values
you've learned in business that it's not the right thing? When does
that override the strict adherence to documentation?

● (1925)

Ms. Leah Lawrence: I'm not sure I understand the question. I
don't think strict adherence to documentation should override direct
conflicts.

Mr. Tony Van Bynen: It sounds to me like that's what was
brought forward. You had indicated that there was a conflict that
you felt was a problem—how you made that known is still to be de‐
termined—and then the response you received was that there's
nothing to stop that from happening. When do we say that there
may be nothing that says it shouldn't happen—but ethically it
should not happen? When do we get into those discussions? Were
there discussions like that?

Ms. Leah Lawrence: Yes. As I said in my opening statement, I
raised concerns that she had a direct conflict, that she had a contract
with the organization, and I raised concerns that there would be
perceived and direct conflict problems to manage. But once the
minister makes an appointment, once we're instructed by the de‐
partment to implement, and the Ethics Commissioner okays it as
well, we have to put in place a process and a procedure to manage.
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The manage is that we would send out that there's a declared
standing conflict. I think Ms. Verschuren talked about that. The sec‐
ond piece is that on circulation before each meeting, there would be
any new companies put forward. Board members would respond to
that. Then, it would be discussed and in the board minutes for every
meeting who had declared a conflict and what the nature of that
conflict was. In the case where recusal was required, the individual
would leave the meeting when a particular item was discussed.

Mr. Tony Van Bynen: As I understand it, the minutes didn't nec‐
essarily reflect that. Is that correct?

Ms. Leah Lawrence: This was one of the findings, that minutes
required to have more clear documentation of these matters. The
materials, though, had clear statements that were circulated in the
board packages.

Mr. Tony Van Bynen: When you became aware of the allega‐
tion raised by the whistle-blowers, what was your organization's
initial plan and reaction to address this?

Ms. Leah Lawrence: The whistle-blowers made their complaint
to the board of directors. The complaint included allegations
against both me and the chair. We were immediately told that we
would not be part of the investigation and we would be asked to
speak to them at the appropriate time.

From my understanding, the board put in place a special commit‐
tee to investigate the whistle-blower complaint. They hired a third
party law firm to do a review and they worked with that law firm to
produce a report. That law firm pulled tens of thousands of docu‐
ments from the IM/IT team. There was an artificial intelligence re‐
view and they did just less than 30 hours of interviews with the
staff. That was what happened when the complaint from the whis‐
tle-blower was received.

The Acting Chair (Mr. Brian Masse): Thank you.

I'm sorry, Mr. Van Bynen, but your time is up.

Mr. Garon, you have six minutes.
[Translation]

Mr. Jean-Denis Garon: Thank you very much.

Welcome to the committee, Ms. Lawrence. Thank you for being
with us and taking the time to answer our questions.

Perception is extremely important in our world. Sustainable De‐
velopment Technology Canada, SDTC, is governed by the Canada
Foundation for Sustainable Development Technology Act and by
regulations. The organization distributes public funds and is there‐
fore subject to scrutiny by parliamentarians and the public, which is
legitimate.

Given that, I'd like to pick up on the example of Ms. Verschuren,
who accepted the position of chair of SDTC's board even though
some of her companies were receiving funding from the organiza‐
tion. We also know that they got more funding subsequently, but we
were told that legal opinions had been produced.

So, on the one hand, there was a determination that it wasn't ille‐
gal to do that, but, on the other, there were significant concerns
about the ethics of doing so. Normally, when a legal opinion is

sought in a situation like that, wouldn't it just make sense to step
back and turn down the position or decline the funds?

[English]

Ms. Leah Lawrence: I'm sorry, but the interpretation was cut‐
ting out.

I think your question was whether the directors should have de‐
clined the funds once they had been appointed. Is that correct?

[Translation]

Mr. Jean-Denis Garon: I also suggested that Ms. Verschuren
could have declined to become board chair.

[English]

Ms. Leah Lawrence: When I spoke to Ms. Verschuren and
when I spoke to assistant deputy minister Andrew Noseworthy this
was why I raised the concern that her coming forward to be chair
posed a real and perceived conflict of interest.

I had thought that they would advise her of those concerns and
that the Ethics Commissioner would also give her more strict guid‐
ance, but this did not happen. I agree with you, sir. I would have
expected something greater.

● (1930)

[Translation]

Mr. Jean-Denis Garon: Given that a legal opinion was sought
because there was a serious ethical issue, and given that legal ex‐
perts were of the opinion that it was legal to proceed, doesn't that
mean the act that governs the organization should be amended?

[English]

Ms. Leah Lawrence: I think what's key is to actually review the
act.

The SDTC act states within it that they would like to have people
who have deep expertise in the area. At the time SDTC was creat‐
ed, which was 20 years ago, there was a very narrow group of indi‐
viduals who it might be applicable to appoint to the board of direc‐
tors.

Today the pool is much broader. I think the bar for conflict of in‐
terest could be much higher, as you have spoken about. That would
be something the committee could consider and recommend chang‐
ing in the act.

[Translation]

Mr. Jean-Denis Garon: Yes, the act has been around for some
time, and the context the organization is operating in has obviously
changed, but its board members are still appointed by the govern‐
ment, which has to be aware of changes in the political environ‐
ment and the market, for example.

At the Standing Committee on Access to Information, Privacy
and Ethics, you told my colleague, Mr. Villemure, that “it's difficult
to have a board of directors that is completely conflict free”.
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Appointing this particular chair, whose companies had received
funding, was taking things bit far, though. How do you see it? Why
do you think the government was so determined to appoint
Ms. Verschuren as chair of the board?
[English]

Ms. Leah Lawrence: I can't speak for the government and the
minister's decision-making. What I know is that I recommended
against making the appointment, and I raised the concerns.
[Translation]

Mr. Jean-Denis Garon: I have a question about the facts of the
matter. Do you think there might have been someone, somewhere
in all of Canada, who was just as competent and could have occu‐
pied the position without being in conflict of interest?
[English]

Ms. Leah Lawrence: What I know is my previous chair did not
have conflicts of interest, so I do think that there's a broad candi‐
date pool that could have been chosen from that did not have direct
conflicts of interest.
[Translation]

Mr. Jean-Denis Garon: I understand.

We've been told that, when her own companies were involved,
Ms. Verschuren recused herself, left the room and didn't participate
in the board's discussions. Here's an important question. If a person
in conflict of interest recuses herself and leaves the room but is, by
all appearances, in a position of authority and will continue to be,
does the conflict of interest leave the room along with that person?
[English]

Ms. Leah Lawrence: I don't think there's a question, but I think
you're—
[Translation]

Mr. Jean-Denis Garon: Let me rephrase the question. While the
board of directors discusses a given matter, the chair, who may be
in conflict of interest, leaves the room. Do you think the conflict of
interest leaves at the same time as the chair?
[English]

Ms. Leah Lawrence: I see. I think that in a situation where you
have a power structure of a chair or directors that have particular
conflicts, the best you can do in this situation is do exactly that,
have them leave the room, but obviously, the perception is strong,
even if they hold the highest standards and do not discuss the activ‐
ities, that they should have recused themselves. I think that's the
reason we find ourselves here today, that even if they held the high‐
est possible standard and did not see any situations where they
didn't talk about things conflicted outside of the meeting rooms,
even if they did hold that high standard, the perception is strong
that they may have.

The Acting Chair (Mr. Brian Masse): Thank you, Mr. Garon.

Next, welcome Mr. Barrett. You have five minutes, sir.
Mr. Michael Barrett (Leeds—Grenville—Thousand Islands

and Rideau Lakes, CPC): You made assistant deputy minister An‐
drew Noseworthy aware of the conflicts of interest and problems in

appointing Ms. Annette Verschuren as chair of the board in advance
of her appointment. Is that correct?
● (1935)

Ms. Leah Lawrence: That's correct.
Mr. Michael Barrett: Mr. Noseworthy was aware that by ap‐

pointing her, ISED was violating their own contribution agreement
with Sustainable Development Technology Canada. Is that correct?

Ms. Leah Lawrence: I would have thought he would have
known that, given that he is overseeing the organization and he
knows what the act and the contribution agreement say.

Mr. Michael Barrett: Can you confirm that you had your staff
contact the minister's office to raise your concerns about this ap‐
pointment?

Ms. Leah Lawrence: Yes. We had several discussions at the
staff level, so there were bilateral discussions with the minister's of‐
fice. It was told to the minister's office that the previous chair had
not had conflicts and that, in fact, in our knowledge, there had nev‐
er been a chair with a company that was being funded by SDTC.

Mr. Michael Barrett: What was the year that this appointment
was happening and who was the minister?

Ms. Leah Lawrence: It was June 2019. The minister was
Navdeep Bains.

Mr. Michael Barrett: In 2019 the Trudeau government went
ahead with the appointment after you had raised concerns with the
minister about the conflict.

Ms. Leah Lawrence: That's correct.
Mr. Michael Barrett: The minister of innovation was personally

aware of serious problems with appointing Annette Verschuren but
did it anyway. I'm asking for a third time because this is surprising.

Ms. Leah Lawrence: Mr. Bains did not tell me directly. I did not
communicate with him directly, but Ms. Verschuren has said that
she had talked to Mr. Bains three times before she agreed, and she
said that he did know that she had a direct conflict.

Mr. Michael Barrett: Why do you believe that the Liberal gov‐
ernment and the minister of innovation were so focused on appoint‐
ing Ms. Verschuren?

Ms. Leah Lawrence: I don't have direct knowledge of what
their concerns were, but I do know that they had concerns about his
discussions publicly on other government legislation and policy
that were ongoing.

Mr. Michael Barrett: Sorry, their concerns with whom?
Ms. Leah Lawrence: With digital and data consultations that

were ongoing at the time.
Mr. Michael Barrett: I understand why you believe they wanted

to replace the former chair. Why do you believe they were deter‐
mined to replace the former chair with a chair that had been identi‐
fied as being in conflict? Why was it so important to pick her?

Ms. Leah Lawrence: I don't know. In fact, at the time that I was
informed that they were going to replace the chair, I was asked by
former minister Bains to speak to two candidates. I did speak to
two candidates. The other one declined to put their name forward.
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Mr. Michael Barrett: Did that candidate have a conflict of inter‐
est?

Ms. Leah Lawrence: They did not, but they were concerned that
they may invest in the sector in the future. Therefore, they felt they
should not put their name forward.

Mr. Michael Barrett: I don't have a lot of time, but it's really
important to understand this.

There was a conflict that the board chair they put forward was in
because she had an interest in companies that had received money
from SDTC. Is that correct?

Ms. Leah Lawrence: Her company had a contract with SDTC at
the time of her appointment.

Mr. Michael Barrett: Right. She had a conflict before taking the
position and is now under investigation by the Conflict of Interest
and Ethics Commissioner for directing funds from SDTC and vot‐
ing for it for a company that she had an interest in.

Are you aware that this is the case as well?
Ms. Leah Lawrence: Yes, I understand that those investigations

are ongoing.
Mr. Michael Barrett: Do you know how often Annette Ver‐

schuren was in contact with the minister of ISED?
Ms. Leah Lawrence: With the most recent minister, as far as I

know, she only met with him twice. It was once at an announce‐
ment and once at a summit.

Mr. Michael Barrett: Did she deal with the deputy minister?
Ms. Leah Lawrence: I believe they had ongoing dialogues, yes.
Mr. Michael Barrett: Who was the deputy minister that she

would have been communicating with?
Ms. Leah Lawrence: It was deputy minister Simon Kennedy.
Mr. Michael Barrett: How often would she have dealt with Mr.

Kennedy?
Ms. Leah Lawrence: I couldn't say.
Mr. Michael Barrett: Would it be more than 10 times?
Ms. Leah Lawrence: It would have been whenever an issue

came up that would have pertained to SDTC, like contribution
agreements, infringement of change in acts and those kinds of
things.

Mr. Michael Barrett: Who acted as the liaison between SDTC
and ISED?

Ms. Leah Lawrence: At that level, she contacted the deputy
minister directly. At my level, I dealt almost exclusively with Andy
Noseworthy.

Mr. Michael Barrett: Did Veena Bhullar or Amber Batool fill
that role?
● (1940)

Ms. Leah Lawrence: Veena Bhullar was our government rela‐
tions lead. At some points, Amber Batool would have had commu‐
nications with the minister's office. It would have been at the policy
chief level.

Mr. Michael Barrett: Thank you.
The Acting Chair (Mr. Brian Masse): Thank you, Mr. Barrett.

We'll go over to Ms. Lapointe for five minutes, please.

Ms. Viviane Lapointe: Thank you, Mr. Chair.

Ms. Lawrence, one of my learnings in organizational excellence
is that you can have the best of policies written, but if they're not
followed and if there's not a mechanism to monitor and check to
see if they're being followed, then those policies don't carry much
weight.

Can you talk to the committee about the official ethics guidelines
that your organization was expected to follow? Can you also talk
about the processes and mechanisms that were in place to ensure
that those guidelines were properly followed, both by the board and
by employees?

Ms. Leah Lawrence: There are two things—or probably three
things.

When I started at SDTC in 2015, I was surprised to find that the
conflict of interest policies for the employees and the board were
actually the same. That is to say that employees actually were al‐
lowed at that point to have direct conflicts of interest. One of my
first acts as CEO was to separate those two policies and ensure that
there were no direct conflicts for employees. That continues to this
day.

With respect to boards of directors, all a CEO can do is advise.
The ethics policy for the board of directors had always had the abil‐
ity for a board member to have conflicts. By the time I was appoint‐
ed, most of the GIC appointees did not, but it had been a long-
standing practice that the non-governmental appointees had man‐
aged conflict, as we have been talking about earlier.

The process in place is as follows: Before we go into an invest‐
ment committee round, there are standing conflicts when people are
appointed that are managed and are always looked at by the invest‐
ment vice-president and director when we're going into a round.

The next thing that happens is there is a circulation well in ad‐
vance of the meeting for boards of directors to declare if they have
a conflict or a perceived conflict with a potential recipient of funds
and consortia partners related to them. That has to be received back
before the board members will receive any of the materials. If they
declare a conflict, they do not receive the materials related to that
declared conflict in the board package.

In the board package, all of the declarations are summarized and
the chair would then call for any additions or any changes at the
board meeting. Anybody who perhaps became aware of something
between those dates could raise it at that time.

That's the process.

The idea is that these things would be minuted and followed up
on as the case may be.

That's the process. It was followed in most cases. This was the
managed conflict that we had in place.
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Ms. Viviane Lapointe: I appreciate that was the policy, the ex‐
pected practice, and that board members would need to recuse
themselves. They would need to discuss conflict at the beginning of
each meeting, but I believe the RCGT report clearly said that didn't
happen. That's the adherence piece, where it may be written, but in
practice, did that happen? The report indicates that it didn't.

Could you expand on that for the committee?

Ms. Leah Lawrence: I believe that SDTC filed with the ethics
committee, and perhaps this one, that this process was filed. Per‐
haps the minutes didn't reflect it in an appropriate way and that's
the problem. This process is and was followed.

Ms. Viviane Lapointe: What would be the role of the CEO in a
situation where a board member doesn't recuse himself or herself,
or doesn't declare a conflict of interest at that point?

Ms. Leah Lawrence: The role of the CEO is to work very close‐
ly with the governance chair. From 2015 to 2019, when Gary Lunn
was the governance chair, we did that very actively. That time was
an easier time, because, as was stated, we didn't have as many di‐
rect conflicts as we had after Annette Verschuren's appointment.

He and I would work together to approach board members to talk
to them about perceived and real conflicts, and because of his grav‐
itas as a former minister of the Crown, that often carried the day,
and, actually, always carried the day. Once he was gone, and once
we had a very different operating environment related to a direct
conflict with Annette Verschuren's appointment, at that point all the
CEO can do and the vice-president investments can do is recom‐
mend.

In most cases, the director would ask that the adjudication go to
the committee or the committee chair. In some cases, if we felt
strongly that it needed to be adjudicated before the committee, if it
was a direct conflict, we would engage the committee chair. In oth‐
er cases, where it was a perceived conflict, it would get discussed
directly at committee.

● (1945)

The Acting Chair (Mr. Brian Masse): Thank you very much.

We'll move to Mr. Garon, for two and a half minutes.

[Translation]

Mr. Jean-Denis Garon: Thank you very much, Mr. Chair.

We can see that it might be useful to amend the act that governs
Sustainable Development Technology Canada. In the meantime, in
the interest of restoring public confidence, if that's even possible,
what can be done right now to improve not only the organization's
governance but also public perception of that governance?

[English]

Ms. Leah Lawrence: First and foremost, I understand right now
that the Government of Canada is going to be looking at appointing
new board members, because there are some that will be retiring.
What's important and must be done is that those new board mem‐
bers have no conflict of interest. That would be the one and first
recommendation I would make.

[Translation]

Mr. Jean-Denis Garon: I'll just interrupt you there. Is it possible
to find board members who don't have conflicts of interest?

[English]

Ms. Leah Lawrence: Definitely.

I signed off on the Auditor General review that was mentioned
earlier. It was one of the last things I did before resigning from
SDTC. That review will be very important. It will help bring to‐
gether some of the threads in terms of the various agencies, actors
and individuals, and what their roles and responsibilities should be
in this kind of a governance model.

[Translation]

Mr. Jean-Denis Garon: What do you think are the main amend‐
ments that could be made to improve the situation? If you don't
have time to share a list with us now, would you be willing to send
written recommendations to the committee about changes that can
be made right away and future legislative changes that could pre‐
vent this kind of situation from happening again?

[English]

Ms. Leah Lawrence: It would be my pleasure to follow up with
that kind of information. I know that SDTC's staff, in negotiating
contributions eight and nine, proposed such amendments to ISED
as well, so they would be able to provide that information to you.

The Acting Chair (Mr. Brian Masse): Thank you.

I'm now going to Mr. Perkins for five minutes, please.

Mr. Rick Perkins: Thank you, Mr. Chair.

If I have this right so far, in 2018-19, the former chair, Jim Bal‐
sillie, is speaking out publicly against the lack of movement by the
government on its digital privacy policy. The government expresses
concern to you, as chair, that he would be doing that and still be in
this role. Shortly thereafter, the minister phones you and says,
“We're going to change the chair. Here are two names.” You ex‐
press reservations about one of them, who had a clear conflict of in‐
terest. Minister Bains and the Governor in Council, the cabinet, ap‐
points her to this job anyway knowing there is a conflict of interest.

Is that correct?

Ms. Leah Lawrence: That's correct.

Mr. Rick Perkins: The person in constant contact with you per‐
sonally as the CEO going back and forth to the ministry was ADM
Noseworthy. Is that correct?

Ms. Leah Lawrence: I believe it was, yes, from 2018 on.

Mr. Rick Perkins: ADM Noseworthy said before this committee
that he didn't recall any discussions of conflicts of interest around
these.

Do you believe that to be a true statement?
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Ms. Leah Lawrence: What I know is that the materials were cir‐
culated to ADM Noseworthy and his team before every meeting. I
know that conflict was discussed at every meeting. In my recollec‐
tion, Mr. Noseworthy was in those meetings.

Mr. Rick Perkins: Before this committee, deputy minister Si‐
mon Kennedy said he was not aware of any of the conflicts until
the whistle-blower came to him in 2023.

Do you think it's possible for the minister's office to appoint
somebody when they've been notified of a conflict by the associate
deputy minister, who presumably reports to the deputy minister?
The deputy minister talks to the minister. Could the deputy minister
claim he didn't know about these conflicts? Does that make any
sense to you?
● (1950)

Ms. Leah Lawrence: I cannot speak about Deputy Minister
Kennedy, because he was not the deputy at the time of Annette's
appointment. That happened after.

Mr. Rick Perkins: Who was?
Ms. Leah Lawrence: It was John Knubley.
Mr. Rick Perkins: Would you have expected him to know about

this?
Ms. Leah Lawrence: Yes, I would have expected that public in‐

formation.... Some research would have been done before candi‐
dates were spoken with.

Mr. Rick Perkins: You mentioned that your government rela‐
tions lead was in contact with the minister's office about these con‐
flicts.

Who was that?
Ms. Leah Lawrence: It was Veena Bhullar.
Mr. Rick Perkins: Was all of this verbal, or did she also com‐

municate it in writing?
Ms. Leah Lawrence: I don't know whether she communicated it

in writing. SDTC would have to bring forward any information if
she did.

Mr. Rick Perkins: Mr. Chair, I would ask that the committee re‐
quest any emails from this individual sent to the minister's office or
to the deputy minister concerning these conflicts, if there are any.

The Acting Chair (Mr. Brian Masse): Thank you. It's well not‐
ed.

Mr. Rick Perkins: Did the idea of managed conflicts change the
tone on the board from what you experienced previously under Mr.
Balsillie? How did board members deal with their conflicts in pro‐
posals that came forward, whether it was COVID relief money
or...at least to Andrée-Lise Méthot and Stephen Kukucha, who sub‐
sequently had projects approved that they had financial interest in?
SDTC funded them.

Was this a managed conflict that seemed okay because the board
set out that it was okay, or did they say, “Oh, no, we don't think this
is appropriate behaviour, so we'll make it a choice of either being
on the board or having our financial interests benefit”?

Ms. Leah Lawrence: I can give you a specific example.

There was a board member pre-2019. Mr. Lunn and I spoke to
them about a potential conflict they had as a consultant with an or‐
ganization. They stepped back from the organization and recused
themself. Later, after Mr. Lunn was gone and Ms. Verschuren was
appointed—it was about a year after she was appointed—that indi‐
vidual came back and said, “Well, given that direct conflicts are
now allowed, I'm going to go on the board of this organization.”
That was a funded company.

Mr. Rick Perkins: Who was that?
Ms. Leah Lawrence: That was Guy Ouimet.
Mr. Rick Perkins: He appeared before this committee and ad‐

mitted that he had a $4-million project that got funded while he was
on the board.

Did Ms. Verschuren approach any management to lobby for
money on behalf of the Verschuren Centre?

Ms. Leah Lawrence: Not that I'm aware of.
Mr. Rick Perkins: We have emails from your chief investment

officer VP that confirm he did and that he approved the fast-track‐
ing of that consideration. Those were given to us by the whistle-
blower. Would that surprise you?

Ms. Leah Lawrence: Excuse me, but this is a bit technical. The
fast track would be if she—

Mr. Rick Perkins: She had requested it. It's in the email.
Ms. Leah Lawrence: I would have to look at the email. A fast

track is a thing that is different from—
Mr. Rick Perkins: I don't need the fast track explanation.

Did any director who left the board after the cooling-off period
policy was passed then contact the board to lobby for money from
SDTC on behalf of a company they were involved in or employed
with, against the policy of the board?

Ms. Leah Lawrence: There was an instance where a board
member left the board. I asked Ms. Verschuren to write him a letter
saying that he could not apply from the perspective of the company
that he currently worked for.

Mr. Rick Perkins: However, that board member was calling and
applying.

Ms. Leah Lawrence: He was part of an application he wanted to
put forward. We had to remind him that the cooling-off period had
passed.

Mr. Rick Perkins: What was his name?
Ms. Leah Lawrence: It was Geoff Cape.
Mr. Rick Perkins: He actually went on to be the CEO of this

company after leaving the board and within the one year cooling-
off period was trying to get money from the board.

Ms. Leah Lawrence: Yes, I believe he told the committee that
he thought it didn't apply to him because they had applied before he
became the CEO.

The Acting Chair (Mr. Brian Masse): Thank you very much.
Unfortunately, that's your time.



22 INDU-107 January 31, 2024

I know the clock in the corner over there is a little fast, but you
will have your full five minutes, Mr. Sorbara, to take the committee
home.

Mr. Francesco Sorbara (Vaughan—Woodbridge, Lib.):
Thank you, Mr. Chair.

Welcome, Ms. Lawrence, to the committee.

I'd like to start off with just a few things that I have written down
here.

You said that during your tenure, employees would recuse them‐
selves or they would discuss conflicts at the beginning of each
meeting.

Ms. Leah Lawrence: It was directors, sir, not employees.
Mr. Francesco Sorbara: I'm sorry. It was directors, yes.

Directors would recuse themselves or discuss conflicts at the be‐
ginning of each meeting.

You can correct me if I get details wrong.

Ms. Leah Lawrence: I apologize.

Mr. Francesco Sorbara: No, no, please.

Also, you acknowledged that the RCGT report clearly said that
this did not happen.

Can you expand on that point or the thought that I put out there?
● (1955)

Ms. Leah Lawrence: Is the question whether they actually re‐
cused themselves?

Mr. Francesco Sorbara: Why didn't they recuse themselves,
and why does the report say that it did not happen if you indicated
that it was supposed to happen at the beginning of each meeting?

Ms. Leah Lawrence: Yes.

I believe this was filed with the committee by SDTC in terms of
response to the RCGT report. They did recuse themselves. They did
leave the meetings. What happened is that the minutes didn't prop‐
erly reflect that.

Mr. Francesco Sorbara: In your role as CEO during those situa‐
tions, you would have raised these issues at board meetings if there
was a conflict, if the individuals should be leaving.

Ms. Leah Lawrence: They did leave. That's what happened.
Mr. Francesco Sorbara: Okay.

Here's my next question.

I sat on the ethics committee in a prior Parliament; I do not in
this session. When you testified at the ethics committee, the opposi‐
tion members referred to the actions taken by you while CEO as
“criminality”, “fraud” and “forgery on the Canadian taxpayer.”
They went on to say, “This warrants a police investigation.” How
do you respond to such accusations from the opposition members?

I've read your bio. You were the CEO for seven years, if the
dates in front of me are correct. You have served on past boards and
with chairs. You have a level of competence that I would indicate
as such.

How would you respond to those accusations from the Conserva‐
tive MPs?

Ms. Leah Lawrence: They are factually untrue. That's one of
the reasons I wanted to come back here today: to be able to answer
questions like yours.

Mr. Francesco Sorbara: Thank you for stating that very con‐
cisely.

In your commentary today—and I'm not sure if it was in your
opening statement or in response to members' questioning—you in‐
dicated that you felt strongly about the potential conflict, or the
conflict, in terms of Ms. Verschuren but that there was no email
sent. You didn't write this down or put it in a letter or a memo or
anything to that extent. In hindsight, do you think that you should
have done that, or am I missing something in your testimony and
you can correct me?

That struck me, and I perked up when you indicated that.

Ms. Leah Lawrence: I guess I would say, sir, that papering my‐
self to protect myself is not a practice that I usually think is a priori‐
ty. What I try to do is give fearless advice, and I hope it would be
followed.

Mr. Francesco Sorbara: Okay.

The role of an individual in being president and CEO of any or‐
ganization is one of high responsibility. I would say that the bar is
very high in terms of disclosing conflicts, raising red flags and basi‐
cally protecting the organization's ability to competently undertake
investments, in this case, SDTC, and so forth. As my colleague be‐
side me has said, there's a fiduciary responsibility that you have as
CEO and as any CEO would have.

At that time that you have indicated that you may not have writ‐
ten down your thoughts about what was going on, should you not
have written down your thoughts and emailed them or indicated
them in a memo, saying that you may not agree with this or that
this potential conflict existed?

This happens on a daily basis. Minutes are taken. Notes are tak‐
en. People have conversations all the time, of course, but don't you
think that this warranted that level?

Ms. Leah Lawrence: I asked and advised Ms. Verschuren to go
to the Ethics Commissioner. I told Mr. Noseworthy there was a sig‐
nificant concern. My employee in the government relations lead
told the minister's office.

Yes, I expressed concern, and I did it at multiple levels. That's
my duty, and that's what I did.

When the minister then decides to not accept that advice, I have
to accept that too.

The Acting Chair (Mr. Brian Masse): With that, colleagues,
we are out of time.

I want to thank our witness, Ms. Lawrence. I also thank her for
waiting the extra time to accommodate the committee's changed
schedule.
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I want to thank the interpreters, the clerk and the analysts for
putting up with me at the top of the table here.

I wish everyone a safe and good night.
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